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1. Linux 기초

1) Linux 및 VPS 소개

2) 서버 초기 설정

3) 기초 명령어 실습

4) 리눅스 계정

5) 방화벽(firewalld, firewall-cmd)

충북교육연구정보원 강사 박정진



리눅스(Linux)

▪ 개요

• 1991년 9월 17일 리누스 토르발스가

처음 출시한 운영체제 커널인 리눅스

커널에 기반을 둔 오픈 소스 유닉스 계

열 운영 체제

• Linux라는 이름은 Linus' *nix, 리누스의

유닉스라는 뜻

• 컴퓨터 역사상 가장 많은 참여자가 관여하

고 있는 오픈 소스 프로젝트

• 모바일 운영체제로 유명한 안드로이드 역

시 리눅스 커널을 가져다 사용



리눅스(Linux)

▪ 다양한 리눅스 배포판



메이저 리눅스 배포판 비교

데스크탑용 서버용

Redhat 계열

Debian 계열

기타

침 투  테 스 트 에 

최적화된 특수한 

리눅스 배포판 '가장 유닉스다운 리눅스 배포판'

CentOS(Community Enterprise Operating System )



The state of Linux in the public cloud for enterprises

https://www.redhat.com/en/resources/state-of-linux-in-public-cloud-for-enterprises



▪ 현재 Fedora, rhel, centos의 관계

※ image from: https://hbase.tistory.com/321



DigitalOcean vs AWS vs Google Cloud vs Linode vs Vultr: 

Which is Best for Hosting WordPress?

▪ 동급 VPS 비교 (최소한의 서버 스펙)

Memory CPU Storage Price

DigitalOcean 2 GB 1 vCPU 50 GB $10/mo

Amazon Lightsail 2 GB 1 vCPU 60 GB $10/mo

Google Cloud 2 GB 1 vCPU 50 GB $20.73/mo*

Linode 2 GB 1 vCPU 50 GB $10/mo

Vultr 2 GB 1 vCPU 55 GB $10/mo

*Google Cloud price is estimated using their pricing calculator.

https://cloud.google.com/products/calculator/


VPS 성능 비교 (작은 숫자가 우수)

▪ Cached Performance
▪ Uncached Performance



Vultr VPS 만들기



Vultr VPS 만들기



▪ Powered by new generations of AMD EPYC or Intel Xeon CPUs and NVMe SSD.



▪ https://my.vultr.com/deploy/

Deploy New Instance

https://my.vultr.com/deploy/


[Server 위치별 Ping 차이]

C:\Users\akapo\Downloads>ping 158.247.208.252
[한국]
Ping 158.247.208.252 32바이트 데이터 사용:
158.247.208.252의 응답: 바이트=32 시간=6ms TTL=51
158.247.208.252의 응답: 바이트=32 시간=6ms TTL=51
158.247.208.252의 응답: 바이트=32 시간=6ms TTL=51
158.247.208.252의 응답: 바이트=32 시간=6ms TTL=51

158.247.208.252에 대한 Ping 통계:
    패킷: 보냄 = 4, 받음 = 4, 손실 = 0 (0% 손실),
왕복 시간(밀리초):
    최소 = 6ms, 최대 = 6ms, 평균 = 6ms

C:\Users\akapo\Downloads>ping 202.182.107.70
[일본]
Ping 202.182.107.70 32바이트 데이터 사용:
202.182.107.70의 응답: 바이트=32 시간=32ms TTL=52
202.182.107.70의 응답: 바이트=32 시간=31ms TTL=52
202.182.107.70의 응답: 바이트=32 시간=31ms TTL=52
202.182.107.70의 응답: 바이트=32 시간=31ms TTL=52

202.182.107.70에 대한 Ping 통계:
    패킷: 보냄 = 4, 받음 = 4, 손실 = 0 (0% 손실),
왕복 시간(밀리초):
    최소 = 31ms, 최대 = 32ms, 평균 = 31ms

[Server 위치별 Ping 차이]

C:\Users\akapo>ping 149.28.65.59
[미국 서부 LA]
Ping 149.28.65.59 32바이트 데이터 사용:
149.28.65.59의 응답: 바이트=32 시간=141ms TTL=52
149.28.65.59의 응답: 바이트=32 시간=142ms TTL=52
149.28.65.59의 응답: 바이트=32 시간=140ms TTL=52
149.28.65.59의 응답: 바이트=32 시간=141ms TTL=52

149.28.65.59에 대한 Ping 통계:
패킷: 보냄 = 4, 받음 = 4, 손실 = 0 (0% 손실),

왕복 시간(밀리초):
최소 = 140ms, 최대 = 142ms, 평균 = 141ms







• Bandwidth(허용 트래픽) :

• 서버로 들어오는 데이터는 무료

• 2000GB/월(672시간) = 3GB/시간

• 3시간 동안 활성화된 서버 → 9GB

• 1개월(672시간) → 2000GB

• 매 결재 주기(월)마다 반복

• 초과 트래픽: $0.01/GB

• 한 계정당 2TB 차감 후 계산

vultr 과거 요금표



VPS(Virtual Private Server) 정보

※ 자신의 서버만 사용해야 함. 비밀번호 변경에 신중을 기할 것. (분실 시 복구 불가능)

순번 소속교 성명 VPS IP root p/w 순번 소속교 성명 VPS IP root p/w

1 남성중 김민건 45.32.255.157 ?3nQ+2](TUY)idMC 11 흥덕고 남하준 45.32.26.235 (8Bnh!-( jE8w+,a-

2 일신여고 방윤정 167.179.108.128 a[T3i(z9kjy4q]HL 12 일신여고 이정민 149.28.22.90 T8p)G+S7EoEMNvkh

3 대성고 오미현 167.179.108.93 E}o7Kz+vYWz?r7*B 13 VPS13 167.179.102.224 _j5L3i}_NAcKEFpg=

4 대성고 방민영 45.76.204.169 qT5*nuLPbVjF7gNj 14

5 IT과학고 김민재 149.28.26.135 8kU.SD$3@[aM[ jam 15

6 흥덕고 이주원 198.13.54.39 Bx%4e(CGbz9Ep7n[ 16

7 198.13.54.39 Bx%4e(CGbz9Ep7n[ 17

8 흥덕고 김지겸 108.61.183.138 v7M[VJyji9Q,ory_ 18

9 흥덕고 정호 66.42.40.63 R4!g(T4sn(ETh9MP 19

10 정보원 박정진 108.61.180.91 6Jz?vbLuhc}bh+.K 20



SSH (Secure Shell)

▪ 기본개념

• 원격지 호스트 컴퓨터에 접속하기 위해 사

용되는 인터넷 프로토콜

• 기존에 사용하던 telnet은 암호화가 이루

어지지 않아 계정 정보가 탈취될 위험이

높음

• 여기에 암호화 기능을 추가하여 1995년에

나온 프로토콜이다. (기본포트 22번)

▪ SSH의 주요 기능

• 보안 접속을 통한 rsh, rcp, rlogin, 

rexec, telnet, ftp 등을 제공.

• IP spoofing (IP스푸핑, 아이피 위/

변조 기법중 하나)을 방지하기 위한

기능을 제공.

• X11 패킷 포워딩 및 일반적인 TCP/IP 

패킷 포워딩을 제공.



SSH 접속도구

▪ putty (https://www.putty.org) 다운로드

https://www.putty.org/


putty
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putty
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4

서버 IP

서버 별명

※ 원고 작성시 필자가 사용한 VPS의 IP가 207.148.95.144 임.

앞으로 위 IP가 나오면 수강생 VPS의 IP를 사용해야 함.



root 계정 패스워드 변경

▪ 패스워드 변경

• 명령어 형식

• 실습

• 프롬프트

[root@vultr ~]# passwd

Changing password for user root.

New password:

Retype new password:

passwd: all authentication tokens updated successfully.

[root@vultr ~]#

passwd [OPTION] <accountName> [root@vultr ~]#

사용자명 호스트명 현재 작업폴더



명령어 도움말

▪ --help 옵션

[root@vultr ~]# passwd --help
Usage: passwd [OPTION...] <accountName>

-k, --keep-tokens       keep non-expired authentication tokens
-d, --delete            delete the password for the named account (root

only); also removes password lock if any
-l, --lock              lock the password for the named account (root only)
-u, --unlock            unlock the password for the named account (root only)
-e, --expire            expire the password for the named account (root only)
-f, --force             force operation
-x, --maximum=DAYS      maximum password lifetime (root only)
-n, --minimum=DAYS      minimum password lifetime (root only)
-w, --warning=DAYS      number of days warning users receives before

password expiration (root only)
-i, --inactive=DAYS     number of days after password expiration when an

account becomes disabled (root only)
-S, --status            report password status on the named account (root

only)
--stdin             read new tokens from stdin (root only)

Help options:
-?, --help              Show this help message

--usage             Display brief usage message



명령어 도움말

▪ man(manual) 명령어 ▪ 한글 man page 프로젝트

• 현재 중단된 상태 - 그냥 영어로

읽으시오!

• 유닉스에 능숙한 개발자들이 쓴 것이

기 때문에 초보자 입장에서는 불친절

하거나 어려울 수 있음

• 매뉴얼에 대한 패러디

• q 키로 탈출 할 것.

[root@vultr ~]# man passwd

man [조회할 명령어]



리눅스 디렉토리 구조

▪ tree 명령어로 디렉토리 구조 확인

• 옵션

• -L level : 레벨

▪ 루트 디렉토리 확인 (1레벨만)

[root@cberi ~]# tree
.
├── thinclient_drives
├── 공개
├── 다운로드
├── 문서
├── 바탕화면
├── 비디오
├── 사진
├── 서식
└── 음악

[root@cberi ~]# tree -L 1 /
/
├── bin -> usr/bin
├── boot
├── dev
├── etc
├── home
├── lib -> usr/lib
├── lib64 -> usr/lib64
├── lost+found
├── media
├── mnt
├── opt
├── proc
├── root
├── run
├── sbin -> usr/sbin
├── srv
├── swapfile
├── sys
├── tmp
├── usr
└── var

tree [옵션] [디렉토리]



리눅스 디렉토리 구조

▪ 설치 직후 기본 디렉토리 구조



리눅스 디렉토리 구조
위치 설명

/bin binary(이진파일, 실행파일)
기본적인 명령어가 저장된 디렉토리
리눅스에서 자주 사용하는 mv, cp, rm등과 같은 명령
어들이 이 디렉토리에 존재함

/sbin system binary
ifconfig, ethtool, halt, e2fsck와 같은 시스템 명령어들
을 저장하고 있는 디렉토리

/boot 리눅스의 부팅에 필요한 정보를 가진 파일들이 있는
디렉토리

/dev device
시스템 장치 파일을 저장하고 있는 디렉토리
즉, 물리적 장치가 파일화 되어 저장

/etc et cetera
설정 파일을 두는 디렉토리

/lib library
커널이 필요로 하는 각종 라이브러리 파일, 커널 모듈
파일 등이 존재하는 디렉토리

/opt optional
추가 응용프로그램 패키지 설치 장소

위치 설명

/media DVD, CD-ROM, USB등의 외부장치 들의 마운트 포인트
로 사용하는 디렉토리

/proc process
'가상파일시스템' 이라고 하는 곳으로 현재 메모리에
존재하는 작업들이 파일 형태로 존재하는 곳

/home 사용자들의 홈 디렉토리가 있는 곳
사용자를 추가하면 사용자의 id와 동일한 디렉토리가
이곳에 자동으로 생성

/root 관리자계정 root 사용자의 홈 디렉토리

/usr 일반 사용자들이 사용하는 디렉토리

/var 기타 모든 다용도로 사용될 수 있는 파일들이 저장되며
로그파일, 데이터베이스 캐싱파일, 웹서버 이미지 파일
등이 위치하는 디렉토리

/sys 디바이스를 관리하기 위한 가상파일시스템 디렉토리

/run Run-time variable data를 관리한다. 부팅한 후의 시스
템 정보를 관리하는 디렉토리이다.

/tmp 임시 파일을 저장하기 위한 디렉토리이다.
재부팅 시에 삭제되며, 정기적으로 10일 정도 간격으로
삭제된다.



절대 경로와 상대경로, 홈 폴더

▪ 절대 경로

• 루트 디렉토리부터 해당 파일에 이르는

경로를 표시하는 것

• 해당 파일의 위치를 명확하게 나타내지

만, 디렉토리의 깊이가 깊으면 경로가

너무 길어지는 문제

• 시스템마다 절대 경로가 달라서 호환성

문제 가능성

• 사용자 홈 폴더(~)가 기준이 될 수 도

있음.

▪ 상대 경로

• 현재 디렉토리를 기준으로 표기하는 경

로

• 특수 디렉토리인 .와 ..를 사용

• . : 현재 디렉토리를 의미

• .. : 상위 디렉토리를 의미

• 예)

• ./test : 현재 디렉토리에 있는 test 

• ../../  : 상위 디렉토리의 상위 디렉

토리



절대 경로와 상대경로, 홈 폴더

▪ 예시 ▪ 비교표

상대 경로 절대 경로

. /home/ldk

~/           ~ldk/

.. /home

~/..

../../ /

work 또는 ./work /home/ldk/work

~/work       ~ldk/work

work/file-1 또는

./work/file-1

/home/ldk/work/file-1

file-2 또는 ./file-2 /home/ldk/file-2



기본 명령어

▪ ls : 리스팅
▪ 자주 사용하는 옵션

-l : 파일들을 나열할 때 자세히 출력한다.

-a : 숨김파일 포함 경로안의 모든 파일을 나열한다.

-R : 하부 디렉토리의 파일까지 모두 출력한다.

-h : K, M, G 단위를 사용하여 파일 크기를 사람이

보기 좋게 표시합니다.

-r : 출력 결과를 내림차순으로 정렬한다.

-t : 출력 결과를 파일이 수정된 시간을 기준으로

정렬한다

-F : 실행파일은 *, 경로 /, 소켓=, 링크 @ 등의

지시자로 출력한다.

-b : 알파벳 순으로 목록을 출력합니다.

-X : 확장자의 알파벳순으로 정렬하여 출력합니다.

[root@vultr ~]# ls -lhF

total 0

[root@vultr ~]# ls -alhF

total 44K

dr-xr-x---.  4 root root 4.0K Jan 27 17:34 ./

dr-xr-xr-x. 18 root root 4.0K Jan 27 03:48 ../

-rw-------.  1 root root 30 Jan 28 06:28 .bash_history

-rw-r--r--.  1 root root 18 May 11  2019 .bash_logout

-rw-r--r--.  1 root root 176 May 11  2019 .bash_profile

-rw-r--r--.  1 root root 239 Jan 25 15:04 .bashrc

drwx------.  3 root root 4.0K Jan 25 15:05 .cache/

-rw-r--r--.  1 root root 100 May 11  2019 .cshrc

drwx------.  2 root root 4.0K Jan 27 03:46 .ssh/

-rw-r--r--.  1 root root 129 May 11  2019 .tcshrc

ls [옵션] [디렉토리]



기본 명령어

▪ alias ▪ 설정된 alias 모두 출력
[root@cberi ~]# alias -p

alias cp='cp -i'

alias egrep='egrep --color=auto'

alias fgrep='fgrep --color=auto'

alias grep='grep --color=auto'

alias l.='ls -d .* --color=auto'

alias ll='ls -l --color=auto'

alias ls='ls --color=auto'

alias lsl='ls -alhF'

alias mv='mv -i'

alias rm='rm -i'

alias xzegrep='xzegrep --color=auto'

alias xzfgrep='xzfgrep --color=auto'

alias xzgrep='xzgrep --color=auto'

alias zegrep='zegrep --color=auto'

alias zfgrep='zfgrep --color=auto'

alias zgrep='zgrep --color=auto'

[root@cberi ~]# alias lsl='ls -alhF'

[root@cberi ~]# lsl

합계 148K

dr-xr-x---. 19 root root 4.0K  1월 28 12:26 ./

dr-xr-xr-x. 18 root root 4.0K  1월 12 10:34 ../

-rw-------.  1 root root 950  1월 27 21:25 .ICEauthority

-rw-------.  1 root root 113  1월 27 21:25 .Xauthority

-rw-------.  1 root root 23K  1월 29 03:28 .bash_history

-rw-r--r--.  1 root root 18  5월 12  2019 .bash_logout

-rw-r--r--.  1 root root 196  1월 16 22:17 .bash_profile

-rw-r--r--.  1 root root 239 11월  4 09:18 .bashrc

drwx------. 13 root root 4.0K  1월 27 21:19 .cache/

drwx------. 15 root root 4.0K  1월 12 16:42 .config/

-rw-r--r--.  1 root root 100  5월 12  2019 .cshrc

drwxr-xr-x.  5 root root 4.0K  1월 16 01:32 .local/

cat [-p] [name[=value]]



웹 콘솔 활성화

▪ 웹 콘솔

• 네트워크 환경에 있는 Linux 서버는 물론 로컬 시스템을 관리 및 모니터링하도록 설계

된 Red Hat Enterprise Linux 8 웹 기반 인터페이스

• 활성화

login as: root
root@207.148.95.144's password:
Activate the web console with: systemctl enable --now cockpit.socket

[root@vultr ~]# systemctl enable --now cockpit.socket
Created symlink /etc/systemd/system/sockets.target.wants/cockpit.socket → /usr/lib/systemd/sy stem/cockpit.socket.

[root@vultr ~]# netstat -lntp
Active Internet connections (only servers)
Proto Recv-Q Send-Q Local Address           Foreign Address         State       PID/Program name
tcp 0      0 0.0.0.0:22              0.0.0.0:*               LISTEN      1388/sshd
tcp6       0      0 :::9090                 :::*                    LISTEN      1/systemd
tcp6       0      0 :::22                   :::*                    LISTEN      1388/sshd

[root@vultr ~]#



웹 콘솔(Web Console) 접속

▪ https://___.___.___.___:9090 로 접속

고급 버튼을 선택하고,

안전하지 않음으로 이동 선택



도메인 네임 정하기

▪ 여러분이 운영하는 서버의 이름을 무엇

으로 지을 것인가?

▪ 희망 도메인 네임 제출

• https://forms.gle/pF9QCpnSSpT48egu6

▪ 이용가능 최상위 도메인

• .shop

• .site

• .xyz

https://forms.gle/pF9QCpnSSpT48egu6








dnf ( Dandified Yum )

▪ dnf 개요

• YUM(Yellow dog Updater, Modified)

• yum의 단점인 느린 속도와 과다한 메

모리 사용, 의존성 결정 느림 문제를

개선한 패키지 관리자

• RHEL/CentOS 8에 정식 도입

• 기존 사용자들을 위해 dnf를 백엔드로

사용하는 yum 유틸리티 제공

• 기존 yum의 명령어 그대로 사용가능

▪ 기본사용법

기능 명령어

패키지 설치 yum install 패키지명

패키지 삭제 yum remove 패키지명

패키지 업데이트 yum update 패키지명

패키지 정보 확인 yum info 패키지명

패키지 검색 yum search 검색어

패키지 목록 보기
(설치된 항목
+ 설치가능 항목)

yum list

설치된 패키지 목록 보기 yum list installed

저장소 확인하기 yum repolist



EPEL 저장소 설치

▪ EPEL (Extra Packages for Enterprise Linux)

• RHEL 이나 CentOS에 기본적으로 탑재되어 있지 않은 패키지를 제공 받기 위함

• repository(저장소) 확인

• 설치

[root@cberi ~]# dnf install epel-release

[root@cberi ~]# dnf list installed epel-release

설치된 꾸러미

epel-release.noarch 8-11.el8                     @extras

[root@cberi ~]# dnf repolist

레포지터리 ID                                    레포지터리 이름

apprepo apprepo

appstream CentOS Stream 8 - AppStream

baseos CentOS Stream 8 - BaseOS

extras                                           CentOS Stream 8 - Extras

extras-common                                    CentOS Stream 8 - Extras common packages

[root@cberi ~]# dnf list installed epel-release

오류: 목록과 일치하는 패키지가 없습니다.



locale(로케일) 설정

▪ locale 

• 시스템 언어를 의미

• 실제 사용언어와 시스템 언어가 일치하

지 않으면 글자 깨짐 현상 발생 할 수

있음

• 요즘엔 영문판도 UTF-8 인코딩을 사용

하므로 글자 안 깨짐.

• 영문 메시지로 출력되는 것이 좋으면

바꾸지 말 것!

• 설정 가능한 모든 로케일 확인
[root@vultr ~]# locale -a

C

C.utf8

POSIX

en_AG

en_AU

en_AU.utf8

en_BW

en_BW.utf8

en_CA

en_CA.utf8

en_DK

en_DK.utf8

en_GB

en_GB.iso885915

en_GB.utf8

en_HK

en_HK.utf8

:

[root@vultr ~]# locale -a | grep -i kr



[root@cberi ~]# dnf install glibc-langpack-ko -y
Last metadata expiration check: 1:52:20 ago on Thu 12 Jan 2023 02:19:47 AM UTC.
Dependencies resolved.
=====================================================================================================
 Package                       Architecture       Version                   Repository          Size
=====================================================================================================
Installing:
 glibc-langpack-ko             x86_64             2.28-224.el8              baseos             361 k

Transaction Summary
=====================================================================================================
Install  1 Package

Total download size: 361 k
Installed size: 2.5 M
Downloading Packages:
glibc-langpack-ko-2.28-224.el8.x86_64.rpm                            757 kB/s | 361 kB     00:00
-----------------------------------------------------------------------------------------------------
Total                                                                439 kB/s | 361 kB     00:00
Running transaction check
Transaction check succeeded.
Running transaction test
Transaction test succeeded.
Running transaction
  Preparing        :                                                                             1/1
  Installing       : glibc-langpack-ko-2.28-224.el8.x86_64                                       1/1
  Running scriptlet: glibc-langpack-ko-2.28-224.el8.x86_64                                       1/1
  Verifying        : glibc-langpack-ko-2.28-224.el8.x86_64                                      1/1

Installed:
  glibc-langpack-ko-2.28-224.el8.x86_64

Complete!

[root@cberi ~]# locale -a | grep -i kr

ko_KR.euckr

ko_KR.utf8

[root@cberi ~]# localectl

   System Locale: LANG=en_US.UTF-8

       VC Keymap: us

      X11 Layout: us

[root@cberi ~]# localectl set-locale LANG=ko_KR.utf8

[root@cberi ~]# localectl

   System Locale: LANG=ko_KR.utf8

       VC Keymap: us

      X11 Layout: us

[root@cberi ~]#



타임 존

▪ 타임 존 확인 ▪ 타임 존 설정

[root@cberi ~]# date

Thu Jan 12 04:37:57 UTC 2023

[root@cberi ~]# timedatectl

               Local time: Thu 2023-01-12 05:04:23 UTC

           Universal time: Thu 2023-01-12 05:04:23 UTC

                 RTC time: Thu 2023-01-12 05:04:22

                Time zone: UTC (UTC, +0000)

System clock synchronized: yes

              NTP service: active

          RTC in local TZ: no

[root@cberi ~]# timedatectl set-timezone Asia/Seoul

[root@cberi ~]# date

Thu Jan 12 14:05:17 KST 2023

[root@cberi ~]# timedatectl

Local time: Thu 2023-01-12 14:12:03 KST

Universal time: Thu 2023-01-12 05:12:03 UTC

RTC time: Thu 2023-01-12 05:12:02

Time zone: Asia/Seoul (KST, +0900)

System clock synchronized: yes

NTP service: active

RTC in local TZ: n

지금 시간이 

아닌데?



시간 동기화

▪ time 서버 설정 ▪ chronyd의 서비스 중지 / 재시작

▪ chronyd의 서비스 확인

▪ 메인보드 시간과 동기화

[root@cberi ~]# vi /etc/chrony.conf

# These servers were defined in the installation:

server 1.time.constant.com iburst

server 2.time.constant.com iburst

server 3.time.constant.com iburst

server time.bora.net iburst

# Use public servers from the pool.ntp.org project.

# Please consider joining the pool 

(http://www.pool.ntp.org/join.html).

# Record the rate at which the system clock 

gains/losses time.

driftfile /var/lib/chrony/drift

# Allow the system clock to be stepped in the first 

three updates

[root@cberi ~]# systemctl stop chronyd

[root@cberi ~]# systemctl start chronyd

[root@cberi ~]# chronyc sources

MS Name/IP address         Stratum Poll Reach LastRx Last sample

===============================================================================

^- hydrogen.constant.com         2   6    17     4  -1803us[ -146us] +/

^- helium.constant.com           2   6    17     4  -6292us[-6292us] +/

^- lithium.constant.com          2   6    17     4   -377us[ -377us] +/

^* time.bora.net                 2   6    17     4   -117us[+1540us] +/

[root@cberi ~]# hwclock -w

[root@cberi ~]# hwclock -v



htop(실시간 시스템 모니터링) 설치
[root@cberi ~]# dnf install htop

[root@cberi ~]# htop



htop 사용법

▪ CPU 상태

• CPU 코어를 프로세스가 점유하고 있는 비

율을 나타냄

• 각 Bar는 해당 코어의 사용된 % 를 표현

▪ Memory

• 초록: 사용됨

• 파랑: 버퍼

• 노랑: 캐쉬

▪ 평균 부하율 (Load Average)

• 첫번째 필드: 1분 평균 수치

• 두번째 필드: 5분 평균 수치

• 세번째 필드: 15분 평균 수치

• 싱글 코어라면, 1.0이 100%를 의미

• 쿼드 코어라면, 4.0이 100%를 의미



htop 사용법

▪ [F2 Setup]

• F2 (또는 S[대문자]) 를 입력하면 설정 화면으로
진입합니다.

▪ [F3 Search]

• F3 (또는 /) 를 입력하면 특정 프로세스를 검색할
수 있는 command bar를 화면에 보여줍니다. (VIM
하고 유사합니다.)

▪ [F4 Filter]

• F4 (또는 -, \) 를 입력하면 걸러낼 명령어를 입력
할 수 있는 기능입니다.

▪ [F5 Tree/Sorted]

• F5(또는 t) 를 입력하면 정렬(트리형식으로)해서
화면에 노출해줍니다. + 를 특정 프로세스에서 입
력하면 해당 프로세스가 열고 있는 파일의 스냅샷을
보여줍니다.

• 트리 노출 방식일 때는 정렬기능으로 변경됩니다. 
즉 트리 노출 이전의 형태로 돌아갑니다.

▪ [F6 SortBy/Collap]

• F6을 입력하면 정렬 기능으로 들어갑니다. 좌측에
정렬하고 싶은 필드가 노출되죠. 만일 트리화면일
경우, 각 부모 트리를 접었다 펼쳤다 할 수 있는
기능으로 변경됩니다.

▪ [F7 Nice -]

• 프로세스의 우선순위를 높입니다. 또 다른 단축키로
는 "]" 이 있습니다.

▪ [F8 Nice +]

• 프로세스의 우선순위를 낮춥니다. 또 다른 단축키로
는 "[" 이 있습니다.

▪ [F9 Kill]

• 특정 프로세스 종료시키는 기능입니다. 다수의 프로
세스를 종료하려면 스페이스를 눌러 체크(노란색으
로 변함) 시킨 후 F9 또는 "k" 를 입력하시면 됩니
다.

▪ [F10 Quit]

• htop 종료합니다.



네트워크 설정

▪ IP주소 및 netmask 확인

▪ IP:

207.148.95.144

▪ netmask:

255.255.254.0

[root@vultr ~]# ifconfig

enp1s0: flags=4163<UP,BROADCAST,RUNNING,MULTICAST>  mtu 1500

inet 207.148.95.144  netmask 255.255.254.0  broadcast 207.148.95.255

inet6 2001:19f0:7001:59b1:5400:4ff:feb3:64d6  prefixlen 64  scopeid

0x0<global>

inet6 fe80::5400:4ff:feb3:64d6  prefixlen 64  scopeid 0x20<link>

ether 56:00:04:b3:64:d6  txqueuelen 1000  (Ethernet)

RX packets 168916  bytes 228462770 (217.8 MiB)

RX errors 0  dropped 0  overruns 0  frame 0

TX packets 170002  bytes 18475015 (17.6 MiB)

TX errors 0  dropped 0 overruns 0  carrier 0  collisions 0

lo: flags=73<UP,LOOPBACK,RUNNING>  mtu 65536

inet 127.0.0.1  netmask 255.0.0.0

inet6 ::1  prefixlen 128  scopeid 0x10<host>

loop  txqueuelen 1000  (Local Loopback)

RX packets 0  bytes 0 (0.0 B)

RX errors 0  dropped 0  overruns 0  frame 0

TX packets 0  bytes 0 (0.0 B)

TX errors 0  dropped 0 overruns 0  carrier 0  collisions 0



네트워크 설정

▪ Gateway 및 네임서버 확인

▪ Gateway:

207.148.94.1

▪ DNS1:

108.61.10.10

▪ DNS2:

2001:19f0:300:1704::6

[root@cberi ~]# ip route

default via 207.148.94.1 dev enp1s0 proto dhcp src 207.148.95.144 

metric 100

169.254.169.254 via 207.148.94.1 dev enp1s0 proto dhcp src

207.148.95.144 metric 100

207.148.94.0/23 dev enp1s0 proto kernel scope link src

207.148.95.144 metric 100

[root@cberi ~]# cat /etc/resolv.conf

# Generated by NetworkManager

search guest

nameserver 108.61.10.10

nameserver 2001:19f0:300:1704::6



네트워크 설정

▪ CentOS cockpit 이용





네트워크 설정

▪ 네트워크 설정 오류로 SSH 접속이 불가능 하게 되면…



Linux 사용자 (GUI 사용 가능)

두 사용자 추가
• www
• word



Linux 사용자

▪ useradd : 사용자 추가

▪ su: 사용자 전환

▪ 확인

[root@cberi ~]# useradd www

[root@cberi ~]# passwd www

www 사용자의 비밀 번호 변경 중

새  암호:

새  암호 재입력:

passwd: 모든 인증 토큰이 성공적으로 업데이트 

되었습니다.

[root@cberi ~]#

[root@cberi ~]# su - www

[www@cberi ~]$ pwd

/home/www

[www@cberi ~]$ ls -alhF /home

합계 16K

drwxr-xr-x.  4 root root 4.0K 12월 27 15:49 ./

dr-xr-xr-x. 18 root root 4.0K 12월 27 01:01 ../

drwx------.  3 1000 1000 4.0K 12월 25 23:15 linuxuser/

drwx------.  2 www  www 4.0K 12월 27 15:58 www/

[www@cberi ~]$ cd /

[www@cberi /]$ cd ~

[www@cberi ~]$ pwd

/home/www

[www@cberi ~]$ cd ~www

[www@cberi ~]$ pwd

/home/www

[www@cberi ~]$ cd ~linuxuser

-bash: cd: /home/linuxuser: 허가 거부

[www@cberi ~]$ exit



Linux 사용자

▪ 사용자 조회 ▪ 그룹 조회
[root@cberi ~]# cat /etc/passwd

root:x:0:0:root:/root:/bin/bash

bin:x:1:1:bin:/bin:/sbin/nologin

daemon:x:2:2:daemon:/sbin:/sbin/nologin

adm:x:3:4:adm:/var/adm:/sbin/nologin

lp:x:4:7:lp:/var/spool/lpd:/sbin/nologin

sync:x:5:0:sync:/sbin:/bin/sync

shutdown:x:6:0:shutdown:/sbin:/sbin/shutdown

halt:x:7:0:halt:/sbin:/sbin/halt

mail:x:8:12:mail:/var/spool/mail:/sbin/nologin

operator:x:11:0:operator:/root:/sbin/nologin

games:x:12:100:games:/usr/games:/sbin/nologin

ftp:x:14:50:FTP User:/var/ftp:/sbin/nologin

nobody:x:65534:65534:Kernel Overflow User:/:/sbin/nologin

dbus:x:81:81:System message bus:/:/sbin/nologin

systemd-coredump:x:999:997:systemd Core Dumper:/:/sbin/nologin

systemd-resolve:x:193:193:systemd Resolver:/:/sbin/nologin

:

linuxuser:x:1000:1000:Linux User:/home/linuxuser:/bin/bash

www:x:1001:1001::/home/www:/bin/bash

[root@cberi ~]# cat /etc/group

root:x:0:

bin:x:1:

daemon:x:2:

sys:x:3:

adm:x:4:

tty:x:5:

disk:x:6:

lp:x:7:

mem:x:8:

wheel:x:10:

cdrom:x:11:

mail:x:12:

man:x:15:

floppy:x:19:

video:x:39:

ftp:x:50:

:

linuxuser:x:1000:linuxuser

www:x:1001:



Linux 사용자

▪ userdel

• 사용자 삭제

▪ 실습

• r 옵션 사용

[root@cberi ~]# userdel -r linuxuser

[root@cberi ~]# ls -lhF /home

합계 16K

drwxr-xr-x.  4 root root 4.0K 12월 27 15:49 ./

dr-xr-xr-x. 18 root root 4.0K 12월 27 01:01 ../

drwx------.  2 www  www 4.0K 12월 27 15:58 www/

[root@cberi home]# userdel --help

Usage: userdel [options] LOGIN

Options:

-f, --force                   force some actions that would fail otherwise

e.g. removal of user still logged in

or files, even if not owned by the user

-h, --help                    display this help message and exit

-r, --remove                  remove home directory and mail spool

-R, --root CHROOT_DIR         directory to chroot into

-P, --prefix PREFIX_DIR       prefix directory where are located the 

/etc/* files

-Z, --selinux-user            remove any SELinux user mapping for the user



기본 명령어

▪ mkdir (make directory)

: 디렉토리 만들기

▪ cd (change directory)

: 작업 디렉토리 변경

▪ touch : 빈 파일 생성

▪ tree : 트리구조 확인

[root@cberi ~]$ su - www

[www@cberi ~]$ mkdir html

[www@cberi ~]$ mkdir logs

[www@cberi ~]$ ls -l

합계 8

drwxrwxr-x. 2 www www 4096  1월 15 12:27 html

drwxrwxr-x. 2 www www 4096  1월 15 12:34 logs

[www@cberi ~]$ cd html

[www@cberi html]$ pwd

/home/www/html

[www@cberi html]$ cd ~

[www@cberi www]$ pwd

/home/www

[root@cberi ~]$ cd html

[www@cberi html]$ touch index.html

[www@cberi html]$ ls -l

합계 0

-rw-rw-r--. 1 www www 0  1월 15 12:27 index.html

[www@cberi ~]$ tree

.

└── html

1 directory, 0 files

[www@cberi html]$ tree /home/

/home/

└── www

├── html

│ └── index.html

└── logs

2 directories, 1 file



기본 명령어

▪ cat

• 라인 번호 출력

[root@cberi ~]# cat -n .bash_profile

1  # .bash_profile

2

3  # Get the aliases and functions

4  if [ -f ~/.bashrc ]; then

5          . ~/.bashrc

6  fi

7

8  # User specific environment and startup programs

9

10  PATH=$PATH:$HOME/bin

11

12  export PATH

[root@cberi ~]# cat .bash_profile

# .bash_profile

# Get the aliases and functions

if [ -f ~/.bashrc ]; then

. ~/.bashrc

fi

# User specific environment and startup programs

PATH=$PATH:$HOME/bin

export PATH

[root@cberi ~]# cat .bash_logout

# ~/.bash_logout

cat [옵션] <파일명>



기본 명령어

▪ cat (concatenate)

• 파일 병합 • 입력내용을 파일로 생성

[root@cberi ~]# cat .bash_profile .bash_logout > merge.txt

[root@cberi ~]# cat merge.txt

# .bash_profile

# Get the aliases and functions

if [ -f ~/.bashrc ]; then

. ~/.bashrc

fi

# User specific environment and startup programs

PATH=$PATH:$HOME/bin

export PATH

# ~/.bash_logout

[root@cberi ~]# cat > hi.txt

hi world.

I’m newbie.

󰍭+󰎀

[root@cberi ~]# cat hi.txt

hi world.

I’m newbie.



기본 명령어

▪ less : 파일 스크롤 표시 ▪ 스크롤 조작 명령어

• 요즘에는 󰎺 󰎻 키도 지원한다.

[root@cberi ~]# less /etc/passwd

root:x:0:0:root:/root:/bin/bash

bin:x:1:1:bin:/bin:/sbin/nologin

daemon:x:2:2:daemon:/sbin:/sbin/nologin

adm:x:3:4:adm:/var/adm:/sbin/nologin

lp:x:4:7:lp:/var/spool/lpd:/sbin/nologin

sync:x:5:0:sync:/sbin:/bin/sync

shutdown:x:6:0:shutdown:/sbin:/sbin/shutdown

halt:x:7:0:halt:/sbin:/sbin/halt

mail:x:8:12:mail:/var/spool/mail:/sbin/nologin

operator:x:11:0:operator:/root:/sbin/nologin

games:x:12:100:games:/usr/games:/sbin/nologin

ftp:x:14:50:FTP User:/var/ftp:/sbin/nologin

:

less [옵션] <파일명>



기본 명령어

▪ cp : (copy) 파일/디렉토리 복사

▪ 폴더 통째로 복사

▪ 옵션

-R, -r : 하위 디렉토리/파일 포함하여 적용

-i, --interactive : 덮어쓰기 전에 확인

-f, --force : 묻지말고 그냥 해

cp [옵션] <복사할 파일> … <복사할 위치>

[root@cberi ~]# cp hi.txt hello.txt

[root@cberi ~]# ls -lhF

합계 48K

-rw-r--r--. 1 root root 10  1월 29 20:01 hello.txt

-rw-r--r--. 1 root root 10  1월 29 20:40 hi.txt

-rw-r--r--. 1 root root 214  1월 29 20:19 merge.txt

[root@cberi ~]# mkdir text

[root@cberi ~]# cp hello.txt hi.txt text/

[root@cberi ~]# cp *.txt text/

cp: overwrite 'text/hello.txt'? y

cp: overwrite 'text/hi.txt'? y

[root@cberi ~]# ls -lhF text/

합계 12K

-rw-r--r--. 1 root root 10  1월 29 20:43 hello.txt

-rw-r--r--. 1 root root 10  1월 29 20:43 hi.txt

-rw-r--r--. 1 root root 214  1월 29 20:43 merge.txt

[root@cberi ~]# cp -R text/ test/

[root@cberi ~]# tree text/ test/

text

├── hello.txt

├── hi.txt

└── merge.txt

test

├── hello.txt

├── hi.txt

└── merge.txt



기본 명령어

▪ mv : (move)

• 파일/디렉토리 이동 (이름변경)

▪ rm : (remove) 삭제

▪ rmdir : (remove dir) 폴더 삭제

▪ 하위 폴더 포함 모두 삭제

[root@vultr ~]# cd ~/test

[root@vultr test]# rm hello.txt hi.txt

[root@vultr test]# rm -f *

[root@vultr ~]# cd ~/test

[root@vultr ~]# rmdir test

[root@vultr ~]# ls test

ls: cannot access 'test': No such file or directory

[root@vultr ~]# cd ~

[root@vultr ~]# rm -Rf text

[root@vultr ~]# ls text

ls: cannot access 'text': No such file or directory

mv [옵션] <이동할 파일> … <이동할 위치>

[root@vultr ~]# mkdir test

[root@vultr ~]# ls

hello.txt  hi.txt  merge.txt test  text

[root@vultr ~]# mv merge.txt sum.txt

[root@vultr ~]# ls

hello.txt  hi.txt  sum.txt test  text 

[root@vultr ~]# mv sum.txt test/

[root@vultr ~]# tree test/

test/

├── hello.txt

├── hi.txt

├── merge.txt

└── sum.txt



링크(별명) 만들기

▪ 하드 링크

• 한 개의 파일에 이름을 여러 개 붙임

• file1에 접근하는 것은 file2에 접근

하는 것과 동일

• 하드 링크로 만든 파일은 원본/복사본

구분이 없음. 모두 원본임.

• 둘 중 하나만 삭제 시 지정한 파일만

삭제됨.

• 모든 하드 링크 파일이 삭제 되어야

사라짐.

• 디렉토리는 하드링크 불가.

▪ 심볼릭 링크

• 바로 가기의 개념

• 디렉토리도 링크 가능, 다른 디스크의

파일도 링크 가능.

• 심볼릭 링크 삭제는 원본에 어떠한 영

향도 주지 않음.

• 그 반대는 깨진 링크

• 실습

ln TARGET LINK_NAME ln -s TARGET LINK_NAME 

[root@cberi ~]# ln -s hello.txt hi.txt

[root@cberi ~]# ls -lhF *.txt

-rw-r--r--. 3 root root 10  1월 29 20:01 hello.txt

lrwxrwxrwx. 1 root root 9  1월 30 00:42 hi.txt -> hello.txt

ln file1 fil2



grep, 파이프( | )

▪ grep

• 문자열을 검색하는 명령어

• 예시

• 옵션

• -i : 대소문자 구별하지 않음

• -n : 줄번호 출력

• -v : 나타나지 않는 열 출력

▪ 파이프 라인 ( | )

• 한 명령어의 실행결과를 다른 명령어의

입력으로 사용
grep [옵션] <검색패턴> [<파일이름>]

[root@cberi ~]# grep bash /etc/passwd

root:x:0:0:root:/root:/bin/bash

www:x:1000:1000::/home/www:/bin/bash

laravel:x:1001:1001::/home/laravel:/bin/bash

node:x:1002:1002::/home/node:/bin/bash

yii:x:1003:1003::/home/yii:/bin/bash

django:x:1004:1004::/home/django:/bin/bash

[root@cberi ~]# ls /etc | grep cron

anacrontab

cron.d

cron.daily

cron.deny

cron.hourly

cron.monthly

cron.weekly

crontab



파일의 소유자와 그룹

▪ 소유자

• 리눅스의 모든 파일(폴더)에는 소유자

가 존재

• 파일의 소유자는 해당 파일에 대한 접

근 권한을 자유롭게 설정 가능

• 새로운 파일(폴더)을 만들면 현재 사용자

소유로 자동 지정

[root@cberi ~]# ls -alhF /home

합계 12K

drwxr-xr-x.  3 root root 4.0K 12월 27 16:04 ./

dr-xr-xr-x. 18 root root 4.0K 12월 27 01:01 ../

drwx------.  4 www  www 4.0K 12월 27 16:40 www/

파일의 소유자 파일의 소유그룹

[root@cberi home]# su - www

[www@cberi ~]$ cd html/

[www@cberi html]$ touch temp.html

[www@cberi html]$ ls -alhF

합계 8.0K

drwxrwxr-x. 2 www www 4.0K 12월 27 22:47 ./

drwx------. 4 www www 4.0K 12월 27 16:40 ../

-rw-rw-r--. 1 www www 0 12월 27 16:42 index.html

-rw-rw-r--. 1 www www 0 12월 27 22:47 temp.html

[www@cberi html]$ 



파일의 소유자와 그룹

▪ 그룹

• 사용자들을 묶은 개념

• 계정 생성시 같은 이름의 그룹이 자동 생

성됨

• 한 사용자는 여러 그룹에 소속될 수 있음

▪ 현재 소속된 그룹 확인

▪ 그룹 추가/삭제

▪ 사용자를 그룹에 추가

• 예시

groupadd [options] GROUP

groupdel [options] GROUP

usermod -a -G groupname username

[root@cberi home]# usermod -a -G wheel root

[root@cberi home]# cat /etc/group | grep root

root:x:0:

wheel:x:10:root

[root@cberi home]# groups

root



파일의 소유자와 그룹

▪ 편집

• 사

[root@cberi home]# groups

root



파일의 퍼미션

▪ 퍼미션

• 리눅스의 각 파일에는 ‘누구에게 어떤

권한을 허가할 것인가?’ 에 대한 정보가

설정됨

• 파일 타입

- : 파일

d : 디렉토리

l : 심볼릭 링크

▪ 의미

• 예시

• 소유자는 읽기/쓰기/실행

가능

• 소유그룹은 읽기/실행 가능

• 그 밖의 사용자는 실행만

가능

[root@cberi ~]# ls -l /bin/cat

-rwxr-xr-x. 1 root root 38360 10월 15 14:11 /bin/cat

소유자 소유그룹 기타

user group others

파일타입

rwx r-x --x

user group other

r w x

읽기 쓰기 실행



파일의 퍼미션

▪ 예시

▪ 테스트

• 소유자는 읽기/쓰기 가능

• 소유 그룹은 읽기만 가능

• 그 밖의 사용자는 읽기만 가능

[root@cberi ~]# ls -l /etc/crontab 

-rw-r--r--. 1 root root 451 Jan 12  2021 /etc/crontab

소유자 소유그룹 기타

rw- r-- r--

[root@cberi etc]# ls -alhF /etc/shadow

----------. 1 root root 1.5K  1월 14 18:31 /etc/shadow

[root@cberi etc]# su - www

[www@cberi ~]$ cat /etc/shadow

cat: /etc/shadow: 허가 거부

[www@cberi ~]$ touch text.txt

[www@cberi ~]$ chmod 000 test.txt 

[www@cberi ~]$ ls -l

합계 11

----------. 1 www www   11  1월 14 22:57 test.txt

[www@cberi ~]$ cat test.txt 

cat: test.txt: 허가 거부



디렉토리의 퍼미션

▪ 퍼미션

• 파일 타입

- : 파일

d : 디렉토리

l : 심볼릭 링크

▪ 의미

• 왼쪽 sqladmin, word, www 

디렉토리 퍼미션의 의미를

추측해보자.

[root@cberi ~]# ls -l /home/

total 12

drwxr-xr-x. 4 www  www 4096 Jan  2 00:03 sqladmin

drwxr-x---. 4 word word 4096 Jan 12 18:57 word

drwx--x--x. 7 www  www 4096 Jan 12 12:10 www

소유자 소유그룹 기타

user group others

파일타입

기호 의미

r 디렉토리 내부의 파일 리
스트 취득가능

w 디렉토리 내부에 파일 또는
디렉토리 생성 가능

x 디렉토리로 이동 가능



chmod 명령어

▪ 기호 모드로 퍼미션 변경

▪ 사용자 지정기호

▪ + - = : 추가/금지/설정

▪ rwx : 읽기/쓰기/실행

▪ 기호 모드로 퍼미션 추가

기호 의미

u (user), 소유자

g (group), 소유그룹

o (others), 기타

a (all), uga 모두

chmod [ugoa] [+-=] [rwx] <파일이름> chmod go+w file.txt

소유자 소유그룹 기타

r w - r - - r - -

소유자 소유그룹 기타

r w - r w - r w -



chmod 명령어

▪ 기호 모드로 퍼미션 제거

• go에 rw를 삭제(금지)

▪ 기호 모드로 퍼미션 설정

• ugo에 w를 설정

chmod ugo=w file.txt

소유자 소유그룹 기타

r w - - - - - - -

소유자 소유그룹 기타

- w - - w - - w -

chmod go-rw file.txt

소유자 소유그룹 기타

r w - r w - r w -

소유자 소유그룹 기타

r w - - - - - - -



chmod 명령어

▪ 수치 모드로 퍼미션 변경

▪ 퍼미션 수치

▪ 예시

• rwx = 4+2+1 = 7

• rw = 4+2   = 6

▪ 수치 모드로 퍼미션 변경

▪ 서로 다른 계정으로 터미널 열어서

상대방 홈 폴더 진입 테스트

• www와 word계정으로 실험

의미 숫자

읽기(r) 4

쓰기(w) 2

실행(x) 1

chmod <8진수8진수8진수> <파일이름> chmod 751 dir

소유자 소유그룹 기타

r w x r - x - - x

4 2 1 4 - 1 - - 1



소유권 변경

▪ 명령어 형식

• change the owner of a file

• 파일 또는 디렉토리의 소유자와 소유그

룹을 변경한다

• 옵션

• -f, --silent, --quiet

• 파일 권한 변경 실패 시 에러를 출력하지

않음.

• -R, --recursive

• 하위 디렉터리에 있는 모든 디렉터리와 파

일을 변경함.

• -v, --verbose

• 각 파일에 대해 변경한 정보나 변경되지

않은 정보를 상세히 출력함.

▪ 파일에 적용

▪ 폴더 전체에 적용

chown [옵션] owner[:group] file ...
[root@cberi word]# cd /home/word/

[root@cberi word]# ls -l test.txt

-rw-r--r--. 1 word word 0  1월 16 11:36 test.txt

[root@cberi word]# chown www:www test.txt 

[root@cberi word]# ls -l test.txt

-rw-r--r--. 1 www www 0  1월 16 11:36 test.txt

[root@cberi word]# 

[root@cberi word]# ls -ld logs/

drwxrwxr-x. 2 word word 4096  1월 14 13:28 logs/

[root@cberi word]# chown -Rc :www logs/

changed ownership of 'logs/access.log' from root:root

to :www

changed ownership of 'logs/error.log' from root:root

to :www

[root@cberi word]# ls -ld logs/

drwxrwxr-x. 2 word word 4096  1월 14 13:28 logs/

[root@cberi word]#



systemd(system daemon)

▪ 개요

• systemd(=systemd init)은 리눅스의

가장 최신 init 구현으로 PID 1번을

사용하며 시스템이 부팅될 때 최초로

실행되는 프로세스

• systemd 는 초기화 스크립트, 로그, 서비스,

네트워크 등 시스템의 모든 부분을 관리

• 제어 명령어로는 systemctl 사용

▪ 명령어 예시

명령어 설명

systemctl start name.service 서비스 시작

systemctl stop name.service 서비스 중지

systemctl restart name.service 서비스 재시작

systemctl try-restart name.service
서비스가 구동중이었을 경우
에만 재시작

systemctl reload name.service 설정 재구동

systemctl status name.service 서비스 구동 여부 확인

systemctl list-units --type service --all 모든 서비스의 상태 표시

systemctl [OPTIONS] {COMMAND}



systemctl 실습

▪ systemctl status 유닛명

• 현재 상태 확인

[root@cberi ~]# systemctl status firewalld

● firewalld.service - firewalld - dynamic firewall daemon

Loaded: loaded (/usr/lib/systemd/system/firewalld.service; enabled; vendor preset: enabled)

Active: active (running) since Thu 2023-01-12 15:39:37 KST; 6h ago

Docs: man:firewalld(1)

Main PID: 823 (firewalld)

Tasks: 3 (limit: 12392)

Memory: 11.6M

CGroup: /system.slice/firewalld.service

└─823 /usr/libexec/platform-python -s /usr/sbin/firewalld --nofork -nopid

 1월 12 15:39:35 cberi.kro.kr systemd[1]: Starting firewalld - dynamic firewall daemon...

1월 12 15:39:37 cberi.kro.kr systemd[1]: Started firewalld - dynamic firewall daemon.

1월 12 15:39:37 cberi.kro.kr firewalld[823]: WARNING: AllowZoneDrifting is enabled. >



systemctl 실습

▪ systemctl stop 유닛명

• 데몬 중지

▪ system start 유닛명

• 데몬 시작

▪ system restart 유닛명

• 데몬 재시작

▪ systemctl disable 유닛명

• 데몬 등록 해제(부팅시 시작 안됨)

▪ system enable 유닛명

• 데몬 등록(부팅시 자동 시작)

[root@cberi ~]# systemctl stop firewalld

[root@cberi ~]# systemctl start firewalld

[root@cberi ~]# systemctl restart firewalld

[root@cberi ~]# systemctl disable firewalld

[root@cberi ~]# systemctl enable firewalld



systemctl 실습

▪ systemctl list-units

• 실행중인 유닛 조회

▪ systemclt list-unit-files

• 설치된 모든 unit 파일 조회

# systemctl list-units --all --state=active # systemctl list-unit-files



firewalld 방화벽

▪ 개요

• CentOS 6까지는 iptables, CentOS7 부터 firewalld 채택

• firewalld(소프트웨어 방화벽) 서비스가 자동으로 시작되도록 설정되어 있음

• firewall-cmd 명령어로 제어

[root@cberi ~]# systemctl status firewalld

● firewalld.service - firewalld - dynamic firewall daemon

   Loaded: loaded (/usr/lib/systemd/system/firewalld.service; enabled; vendor preset: enabled)

   Active: active (running) since Thu 2023-01-12 22:31:22 KST; 29min ago

     Docs: man:firewalld(1)

 Main PID: 25328 (firewalld)

    Tasks: 2 (limit: 12392)

   Memory: 27.5M

   CGroup: /system.slice/firewalld.service

           └─25328 /usr/libexec/platform-python -s /usr/sbin/firewalld --nofork --nopid

 1월 12 22:31:22 cberi.kro.kr systemd[1]: Starting firewalld - dynamic firewall daemon...

 1월 12 22:31:22 cberi.kro.kr systemd[1]: Started firewalld - dynamic firewall daemon.

[root@cberi ~]# firewall-cmd --state

running

[root@cberi ~]#



firewalld 방화벽

▪ Zone 조회 ▪ Zone 기본설정
[root@cberi ~]# firewall-cmd --get-zones
block dmz drop external home internal libvirt 
nm-shared public trusted work
[root@cberi ~]# firewall-cmd --list-all-zones
block
  target: %%REJECT%%
  icmp-block-inversion: no
  interfaces:
  sources:
  services:
  ports:
  protocols:
  forward: no
  masquerade: no
  forward-ports:
  source-ports:
  icmp-blocks:
  rich rules:

public (active)
  target: default
  icmp-block-inversion: no
  interfaces:
  sources:



firewalld 방화벽

▪ default zone 설정 ▪ 새로운 서비스 정의 (선택사항)
[root@cberi ~]# firewall-cmd --get-default-zone
public
[root@cberi ~]# firewall-cmd --info-zone=public
public (active)
target: default
icmp-block-inversion: no
interfaces: enp1s0
sources: 
services: cockpit dhcpv6-client ssh
ports: 
protocols: 
forward: no
masquerade: no
forward-ports: 
source-ports: 
icmp-blocks: 
rich rules:

[root@cberi ~]# firewall-cmd --set-default-zone=trusted
success
[root@cberi ~]# firewall-cmd --set-default-zone=public
success

# firewall-cmd --get-services | grep xrdp

# firewall-cmd --permanent --new-service=xrdp
success

# cat /etc/firewalld/services/xrdp.xml
<?xml version="1.0" encoding="utf-8"?>
<service>
</service>

# firewall-cmd --permanent --service=xrdp --add-port=3389/tcp
success

# cat /etc/firewalld/services/xrdp.xml
<?xml version="1.0" encoding="utf-8"?>
<service>
<port port="3389" protocol="tcp"/>

</service>

# firewall-cmd --reload



firewalld 방화벽

▪ 서비스 포트 추가 개방 ▪ 서비스 포트 삭제
# firewall-cmd --permanent --add-service=xrdp
success

# firewall-cmd --reload
success

# firewall-cmd --info-zone=public
public
target: default
icmp-block-inversion: no
interfaces:
sources:
services: cockpit dhcpv6-client ssh xrdp
ports:
protocols:
forward: no
masquerade: no
forward-ports:
source-ports:
icmp-blocks:
rich rules:

# firewall-cmd --permanent --remove-service=xrdp
# firewall-cmd --permanent --zone=public --remove-port=3128/tcp
success

# firewall-cmd --reload
success

# firewall-cmd --info-zone=public
public
target: default
icmp-block-inversion: no
interfaces:
sources:
services: cockpit dhcpv6-client ssh
ports:
protocols:
forward: no
masquerade: no
forward-ports:
source-ports:
icmp-blocks:
rich rules:



firewalld 방화벽

▪ 포트 범위 개방

▪ 특정 IP에 대한 정책

IP 10.20.30.0/24에서 ftp서비스 접근이 가능하도록

# firewall-cmd --permanent --add-port=50001-50010/tcp

success

# firewall-cmd --reload

success

# firewall-cmd --info-zone=public

public

target: default

icmp-block-inversion: no

interfaces:

sources:

services: cockpit dhcpv6-client ssh

ports: 50001-50010/tcp

protocols:

forward: no

masquerade: no

forward-ports:

source-ports:

icmp-blocks:

rich rules:

# firewall-cmd --permanent --add-rich-rule="rule 

family=ipv4 source address=10.20.30.0/24 service name=ftp 

accept"

success

# firewall-cmd --reload

success

# firewall-cmd --list-all

public (active)

target: default

icmp-block-inversion: no

interfaces: eth0

sources:

services: dhcpv6-client http mssql ssh

ports: 1024-2048/tcp

protocols:

masquerade: no

forward-ports:

sourceports:

icmp-blocks:

rich rules:

rule family="ipv4" source address="10.20.30.0/24" 

service name="ftp" accept



필요한 포트들을 한꺼번에 개방

VPN

web proxy

proftpd

원격데스크톱

웹서비스

웹서비스(보안)



GNOME GUI 설치 및 XRDP 설정
[root@cberi ~]# dnf groupinstall "Server with GUI" --skip-broken

[root@cberi ~]# dnf install xrdp

[root@cberi ~]# systemctl enable --now xrdp

Created symlink /etc/systemd/system/multi-user.target.wants/xrdp.service → /usr/lib/systemd/system/xrdp.service.

[root@cberi ~]# systemctl status xrdp

● xrdp.service - xrdp daemon

Loaded: loaded (/usr/lib/systemd/system/xrdp.service; enabled; vendor preset: disabled)

Active: active (running) since Thu 2023-01-12 16:19:25 KST; 24s ago

Docs: man:xrdp(8)

man:xrdp.ini(5)

Main PID: 13878 (xrdp)

Tasks: 1 (limit: 12392)

Memory: 1012.0K

CGroup: /system.slice/xrdp.service

└─13878 /usr/sbin/xrdp --nodaemon

[root@cberi ~]# netstat -lntp

Active Internet connections (only servers)

Proto Recv-Q Send-Q Local Address           Foreign Address         State       PID/Program name    

tcp 0      0 0.0.0.0:111             0.0.0.0:*               LISTEN      1/systemd

tcp 0      0 0.0.0.0:22              0.0.0.0:*               LISTEN      1422/sshd

tcp6       0      0 :::9090                 :::*                    LISTEN      1/systemd

tcp6       0      0 :::111                  :::*                    LISTEN      1/systemd

tcp6       0      0 ::1:3350                :::*                    LISTEN      13877/xrdp-sesman

tcp6       0      0 :::22                   :::*                    LISTEN      1422/sshd

tcp6       0      0 :::3389                 :::*                    LISTEN      13878/xrdp

[root@cberi ~]# firewall-cmd --permanent --add-service=xrdp

success

[root@cberi ~]# firewall-cmd --reload

success



GNOME GUI 접속

▪ 윈도우 원격 데스크톱 이용



GNOME GUI 접속

▪ wfreerdp 이용

• https://ci.freerdp.com/job/freerdp-nightly-windows/

https://ci.freerdp.com/job/freerdp-nightly-windows/


GNOME GUI 접속

▪ wfreerdp 이용

• 명령창에서 직접 입력

C:\Users\akapo\Downloads>wfreerdp /v:<host ip>

예시)

C:\Users\akapo\Downloads>wfreerdp /v:45.111.11.1 /size:1200x1400

https://github.com/awakecoding/FreeRDP-Manuals/blob/master/User/FreeRDP-User-Manual.markdown

https://github.com/awakecoding/FreeRDP-Manuals/blob/master/User/FreeRDP-User-Manual.markdown


GNOME GUI 접속

▪ 램 사용량 250MB에서 1.06GB로 치솟음 ▪ GUI 대신 CLI를 사용하는 이유이다.



2. Domain Name System

1) vim 에디터

2) DNS 소개

3) CND 및 Cloudflare

4) proftpd 서버

5) Squid 프록시 서버



도메인 생성

 TLD(top level domain) 1년 무료 등록 사이트



도메인 관리를 위한 로그인 정보

 도메인 관리:  https://www.namecheap.com

 이메일 접속:  https://mail.google.com

그룹 순 소속교 성명 VPS IP 도메인 id / pw

1

1 남성중 김민건 45.32.255.157 minocle.site [namecheap]
cberidom1 / 
pororo23@dom1

[google]
domain1@cberi.go.kr / 

pororo23@dom1 

2 일신여고 방윤정 167.179.108.128 yoon.lol

3 청주대성고 오미현 167.179.108.93 schmh.site

4 청주대성고 방민영 45.76.204.169 alsdud.site

5 IT과학고 김민재 149.28.26.135 choi0217.site

2

1 흥덕고 이주원 198.13.54.39 juwon.site [namecheap]
cberidom2 / 
pororo23@dom2

[google]
domain2@cberi.go.kr / 

pororo23@dom2 

2 흥덕고 남하준 45.32.26.235 hajun.site

3 흥덕고 김지겸 108.61.183.138 wisck.site

4 흥덕고 정호 66.42.40.63 rinlv.site

5 일신여고 이정민 149.28.22.90 curri.xyz

3 1 정보원 박정진 108.61.180.91 cberi.site

https://www.namecheap.com/
https://mail.google.com/


hostname (기기명, 서버명) 변경

▪ 동적변경

• 재부팅시 원래대로 돌아감

▪ 정적변경

[root@vultr ~]# hostname

vultr.guest

[root@vultr ~]# hostname cberi.shop

[root@vultr ~]# hostname

cberi.shop

[root@vultr ~]# hostnamectl set-hostname cberi.shop

[root@vultr ~]#

[root@vultr ~]# hostnamectl status

Static hostname: cberi.shop

Icon name: computer-vm

Chassis: vm

Machine ID: 7000c79093de42d79c79f6cbea10bf48

Boot ID: ca5cd14663ba4371b3a6527bf04d7956

Virtualization: microsoft

Operating System: CentOS Stream 8

CPE OS Name: cpe:/o:centos:centos:8

Kernel: Linux 4.18.0-526.el8.x86_64

Architecture: x86-64

[root@vultr ~]#



hostname (기기명, 서버명) 변경

▪ 실습
[root@vultr ~]# hostnamectl -h
hostnamectl [OPTIONS...] COMMAND ...

Query or change system hostname.

  -h --help              Show this help
     --version           Show package version
     --no-ask-password   Do not prompt for password
  -H --host=[USER@]HOST  Operate on remote host
  -M --machine=CONTAINER Operate on local container
     --transient         Only set transient hostname
     --static            Only set static hostname
     --pretty            Only set pretty hostname

Commands:
  status                 Show current hostname settings
  set-hostname NAME      Set system hostname
  set-icon-name NAME     Set icon name for host
  set-chassis NAME       Set chassis type for host
  set-deployment NAME    Set deployment environment for host
  set-location NAME      Set location for host
[root@vultr ~]#

[root@vultr ~]# hostnamectl status
   Static hostname: vultr.guest
Transient hostname: cberi.kro.kr
         Icon name: computer-vm
           Chassis: vm
        Machine ID: 9b0b9092c72541aa8dd1a5db8e4a603e
           Boot ID: 2753caed0dca4c8498a3f138b31b8dbf
    Virtualization: microsoft
  Operating System: CentOS Stream 8
       CPE OS Name: cpe:/o:centos:centos:8
            Kernel: Linux 4.18.0-408.el8.x86_64
      Architecture: x86-64
[root@vultr ~]# hostnamectl set-hostname cberi.shop
[root@vultr ~]# hostnamectl status
   Static hostname: cberi.shop
         Icon name: computer-vm
           Chassis: vm
        Machine ID: 9b0b9092c72541aa8dd1a5db8e4a603e
           Boot ID: 2753caed0dca4c8498a3f138b31b8dbf
    Virtualization: microsoft
  Operating System: CentOS Stream 8
       CPE OS Name: cpe:/o:centos:centos:8
            Kernel: Linux 4.18.0-408.el8.x86_64
      Architecture: x86-64
[root@vultr ~]#



DNS (Domain Name System)

 도메인 네임 구조



DNS (Domain Name System)

 Authoritative Name Server 예시

 DNS record

name ip

www 12.53.9.11

ftp 12.53.9.13

ns 12.53.9.14

pdc 12.53.9.15

mail 12.53.9.16

db 12.53.9.17

stream 12.53.9.18

shop 12.53.10.1



DNS (Domain Name System)

 host에 접속하기 위해 컴퓨터 내부에서 벌어지는 일

• Root Server, Top Level Domain(TLD) Server : com,

org, net 등과 같은 상위 레벨 도메인과 모든 국가

의 상위 레벨 도메인에 대한 관리를 담당하는 DNS

서버.

• Authoritative DNS Server : DNS 레코드 정보를 저

장, 관리한다. 일반적으로 DNS 호스팅 공급자 또는 

도메인 등록기관 / DDNS 서비스 등록 기관등의 

DNS 서버와 회사, 기관, 개인이 일반적으로 구축하

는 DNS 서버가 여기에 속한다.

• DNS Resolver(Cache DNS Server) : 일반적으로 우

리가 사용하는 통신사 등의 서버는 IP 매핑을 위한 

도메인 정보도 갖지 않고, 도메인 호스트의 질의에 

대해 DNS Cache나 다른 네임 서버가 가진 데이터

로 응답만을 제공하는 서버로 로컬 DNS 서버 또는 

퍼블릭 도메인 네임 서버로 불리우며 엄격한 계층 

구조에  포함되지  않는  서버이다 . 실제적으로 

authoritative DNS 서버보다 많이 통신하는 서버이

다.



DNS (Domain Name System)

 DNS 레코드 종류

 A : IPv4 형식의 호스트 주소

 AAAA : IPv6 형식의 호스트 주소

 CNAME (canonical name) : 다른 이름의
별칭. 하나의 도메인이나 하위 도메인을
다른 도메인으로 전달하며, IP 주소를 제공
하지 않음.

 MX (mail exchange) : 메일 교환(MX) 레코
드는 도메인 이메일을 도메인의 사용자 계
정을 호스팅하는 서버로 전송

 NS (name server) : 도메인에 대해 어떤 서
버가 DNS 정보를 전달할지 결정. 일반적
으로 도메인에 기본 및 보조 네임서버 레
코드가 존재.]

 TXT : 다양한 목적으로 사용될 수 있는
텍스트 정보를 제공

 SOA (Start of Authority) : 해당 DNS 
서버 자체의 설정 정보를 정의. 도메인
에 대한 관리자 정보를 저장.

※ TTL(time to live) : 다음 레코드 변경사
항이 적용될 때까지 걸리는 시간(초)을 결
정하는 값.





DNS (Domain Name System)

 DNS 레코드 예시  Name Server



Authoritative Name Server



A레코드 ssh 추가

A레코드 admin 추가



새롭게 추가한 이름으로 접속 시도



Cloudflare



Cloudflare

 Cloudflare 작동 원리 개념도



Cloudflare 제공기능

 CDN(Contents Delivery Network)

 지리,물리적으로 떨어져 있는 사용자에게

컨텐츠를 더 빠르게 제공할 수 있는 기술

 느린 응답속도 / 다운로딩 타임을 극복하

기 위한 기술

 효과

 트래픽 분산

 웹사이트 로딩 속도 개선

 인터넷 회선 비용 절감

 컨텐츠 제공의 안정성

 웹사이트 보안 개선





Cloudflare 제공기능

 DDoS(Distributed Denial of Service) 공격 개념

 DDoS 방어

 서버를 숨기고 트래픽을 

대신 받음

 전제조건: 보호하고자 하

는 호스트의 IP가 유출되

어서는 안됨.



Cloudflare 제공기능

 암호화

 SSL 인증서 제공

 https 통신 

 SSL 인증서를 설치하지 않아 

https 통신이 불가능한 웹서버에

도 https 연결 기능 제공



Cloudflare 계정 생성 (맘아이 off 필요, 동일 IP에서 6개 이상 계정생성 안됨)



Cloudflare



Cloudflare



내 서버 

IP로 

수정해야함

모두 프록싱 

OFF로 변경

삭제

DNS를 cloudflare로 이전



DNS를 cloudflare로 이전



cloudflare

에서 알려준 

대로 변경

Custom DNS 

로 변경하고



도대체 무슨 일을 하고 있는 것인가?

 cberi.shop 도 메 인 에 대 한

Authoritative Name Server 를

변경하고 있는 중

 namecheap.com에서 제공하는

네임서버어서 클라우드 플레어

제공 네임서버로 이전

 TLD 서버의 정보가 변경되어야

함.

 변경에 최대 48시간 소요

 변경 정보가 업데이트 되어야

cloudeflare에서 DNS 기능을

수행할 수 있음.



일단 제공되는 

기능을 모두 

꺼놓자





활성화까지

15분 가량 

소요되었다.







dns 응답 확인

 명령줄 입력

 ②번 질의에 대한 응답이 바뀌었다는 의미

[root@cberi data]# nslookup 

ssh.cberi.shop

Server:         1.1.1.1

Address:        1.1.1.1#53

Non-authoritative answer:

Name:   ssh.cberi.shop

Address: 207.148.95.144

[root@cberi data]#

https://toolbox.googleapps.com/apps/dig

https://toolbox.googleapps.com/apps/dig


proftpd (FTP 서버 데몬) 설치
[root@cberi ~]# dnf list installed | grep proftpd

[root@cberi ~]# dnf list | grep proftpd

proftpd.x86_64                                    1.3.6e-6.el8                                    epel

proftpd-devel.x86_                                1.3.6e-6.el8                                    epel

proftpd-ldap.x86_                                 1.3.6e-6.el8                                    epel

proftpd-mysql.x86                                 1.3.6e-6.el8                                    epel

proftpd-postgresql.x86                            1.3.6e-6.el8                                    epel

proftpd-sqlite.x86_                               1.3.6e-6.el8                                    epel

proftpd-utils.x86                                 1.3.6e-6.el8                                    epel

[root@cberi ~]# dnf install -y proftpd

Installed:

libmemcached-libs-1.0.18-17.el8.x86_64                                proftpd-1.3.6e-6.el8.x86_64                             

Complete!

[root@cberi ~]# systemctl start proftpd

[root@cberi ~]# systemctl enable proftpd

Created symlink /etc/systemd/system/multi-user.target.wants/proftpd.service → 

/usr/lib/systemd/system/proftpd.service.



proftpd (FTP 서버 데몬) 설치

▪ SELinux 관련 설정 ▪ 설정 파일 수정(옵션사항)

[root@cberi etc]# setsebool -P ftpd_full_access=1

[root@cberi etc]# setsebool -P ftpd_use_passive_mode=1

[root@cberi etc]# ls -lhF proftpd.conf proftpd/

-rw-r-----. 1 root root 6.5K Jan 12 16:08 proftpd.conf

proftpd/:

total 28K

-rw-r-----. 1 root root 1.9K Dec 29 00:09 anonftp.conf

drwxr-xr-x. 2 root root 4.0K Dec 29 00:10 conf.d/

-rw-r-----. 1 root root 597 Dec 29 00:09 mod_ban.conf

-rw-r-----. 1 root root 359 Dec 29 00:09 mod_qos.conf

-rw-r-----. 1 root root 604 Dec 29 00:09 mod_tls.conf

-rw-r-----. 1 root root 7.0K Jan 12 14:00 modules.conf

[root@cberi ~]# vim /etc/proftpd.conf

:

:

# 영문 메시지로 출력되도록 변경

<IfModule mod_lang.c>

LangDefault en_US

LangEngine on

UseEncoding utf-8 utf-8

LangPath /usr/share/locale

</IfModule>



ftp 전송 모드 비교

▪ Active Mode ▪ Passive Mode

Passive Mode 
를 활성화하기 
위한 별도의 
proftpd 설정 
필요 없음.

클라언트가 
Passive 
Mode를 
요구하면 
서버가 그렇게 
응대해줌.



FTP 프로토콜 4가지 비교

▪ Connection type???

• FTP

• FTPES(Explicit)

• FTPS(Implicit)

• SFTP



FTP 프로토콜 4가지 비교

▪ SFTP(Secure shell FTP) ▪ FTP(암호화 없는 전통적인 방식)



FTP 프로토콜 4가지 비교

▪ FTPS(Implicit, 암시적)

• 최초의 FTP 보안 프로토콜(고전방식)

• 990 포트 사용

▪ FTPES(Explicit, 명시적)

• 요즘 많이 사용되는 방식

• 기존 21번 포트 사용

요구하지 

않아도

암호화 

통신이 항상 

켜져 있다

클라이언트에서 

암호화 통신을 

요구해야 켜진다.



준비물

▪ Filezilla FTP client

• https://filezilla-project.org/

▪ Nodepad++

• https://notepad-plus-

plus.org/downloads/v8.4.8/

https://filezilla-project.org/
https://notepad-plus-plus.org/downloads/v8.4.8/
https://notepad-plus-plus.org/downloads/v8.4.8/


텍스트 에디터 vim (vi improve)

▪ vim 모드

vi 를 처음 실행시키면 입력모드가 아닌 명

령모드 상태에 놓이게 된다. 이 상태에서는

문자의 입력이 이루어지지 않으며, 찾기 등

과 같은 간단한 문서관련 명령을 실행할 수

있다.

이 명령모드 상태에서 ":" 키를 누르면 ex 상

태로 a, i, o 키 등을 누르면 입력 상태로 넘

어가게 된다. 일단 입력상태로 들어가게 되

면 문서 편집을 할 수 있게 되는데, 이때 ESC

키를 누르면 명령모드 상태로 넘어가게 된

다.

▪ vim의 상태

명령
상태

처음 vim을 실행 했
을때, 입력상태 / 명
령상태에서 ESC 입
력시

간단한 찾기 , 커서
이동, ex 상태로 넘
어가기

ex

상태
명령 상태에서 (":")

각종 치환, 저장, 파
일읽기 , vim설정등
과 같은 대부분의
작업들

입력
상태

명령 상태에서 (a,i,o
키 입력)

내용 입력



vim (vi) 명령어 모드

▪ 커서 이동

▪ 화면 스크롤

▪ 입력 명령

k 커서를 위로 움직임

j 커서를 아래로 움직임

h 커서를 왼쪽으로 움직임

l 커서를 오른쪽으로 움직임

- 커서를 줄의 처음으로 옮김

e, E 다음단어의 끝으로, 문자단위 이동

w, W 다음단어의 처음으로, 문자단위 이동

$ 줄의 마지막으로

0 줄의 처음으로

^ 줄의 처음으로(공백이 아닌 처음시작되는 문자)

Shift+g 문서의 마지막으로 이동한다.

gg, 1g
문서의 처음으로 이동한다. 1대신 다른 숫자를 입력
하면 해당 숫자의 라인으로 이동한다.

), ( 다음, 이전 문장의 처음으로

}, { 다음, 이전문단의 처음으로

]], [[ 다음, 이전 구절의 처음으로

^F 한 화면 을 앞으로 스크롤

^B 한 화면 을 뒤로 스크롤

^D 반 화면 을 앞으로 스크롤

^U 반 화면 을 뒤로 스크롤

^E 한줄 앞으로 스크롤

^Y 한줄 뒤로 스크롤

Shift + h 화면의 맨 윗줄로

Shift + m 화면의 중간줄로

Shift + l 화면의 맨 아랫줄로

i 현재위치에서 삽입

I 현재줄의 처음 위치에서 삽입

a 현재위치에서 한칸앞으로 이동해서 삽입

A 현재줄의 마지막위치에서 삽입

o 새로운 줄을 커서 아래에 연다

O 새로운 줄을 커서 위연다

s 현재 위치의 문자를 지우고 입력모드로 들어간다.

S 현재위치의 라인을 지우고 입력모드로 들어간다.



vim (vi) 명령어 모드

▪ 편집명령(non-visual block모드)

▪ 되돌리기(undo)

• ‘u’ 키만 입력하면 된다.

▪ 블록 지정

▪ 편집(visual block 모드)

y 한줄 복사

yn 현재 라인에서부터 n라인만큼을 복사

p 복사된 내용 붙이기

dd 한줄삭제

dw 한단어 삭제

Shift+d, d$ 현재커서 위치에서 마지막까지 삭제

Shift+j
현재 행의 개행문자를 제거한다. 
즉 아래라인을 현재라인에 덧붙인다.

v 단어단위로 블럭지정이 가능하다. 블럭범위는 이동
명령인 'hjkl' 로 원하는 범위 만큼 지정할수 있다.

Shift+v 라인단위 블럭지정이다. 라인전체가 선택되며, 위아
래 이동명령 'hj' 으로 범위 지정이 가능하다.

Ctrl+v 블럭단위 블록 지정이다. 4각형의 블록 지정이 가능
하며 이동명령인 'hjkl' 로 원하는 범위를 지정할 수
있다.

^U 반 화면 을 뒤로 스크롤

^E 한줄 앞으로 스크롤

^Y 한줄 뒤로 스크롤

Shift + h 화면의 맨 윗줄로

Shift + m 화면의 중간줄로

Shift + l 화면의 맨 아랫줄로

y 지정된 블럭을 복사한다.

p 복사된 블럭을 현재라인(커서) 아래에 붙인다.

d 지정된 블럭을 삭제한다.



vim (vi) ex 모드

▪ 파일 저장, 열기, 종료
▪ 문자열 찾기

찾기 기능은 ':/패턴/' 를 이용 하면된다. 찾기 원하는 문

자혹은 패턴을 입력하고 엔터키를 누르면 현재 커서위

치에서 가장 가까운 곳에 위치한 문자열로 커서를 이동

시킨다(문서 아래방향으로). 다음 문자열을 찾기를 원

한다면 'n'키를 누르면 된다.

▪ 문자열 치환

:[범위]s/[oldpattern]/[newpattern]/ 의 형식으로 사

용하면 된다. 범위 지정은 visual block 을 이용할수도

있으며, 직접 범위를 입력할수도 있다. visual block 를

이용한 치환은 visual block 를 지정한다음 ':' 를 입력

해서 ex 모드로 넘어가면 된다.

:e [filename] filename 으로 파일열기

:q, :q!, :wq 종료, 강제종료, 저장후 종료

:w, :w [filename] 현재파일명으로 저장, filename 로 저장

:<범위>w [filename] 지정한 범위만 다른 파일로 저장

:e [filename] filename 을 편집하기 위해서 연다

ZZ 지금파일을 저장하고 vim을 종료한다.



vim (vi) ex 모드

▪ 문자열 치환

• 명령어 형식

• 문자열에 정규 표현식 사용가능

• 이스케이프 문자 \

• http:// → http:\/\/

• 1~10행 사이에서 → :1,10

• 현재 커서가 위치한 행 → .

• 마지막행 → $

• 현재행부터 마지막 행까지 → :.,$

▪ 옵션

• g : 여러 번 나오면 계속 변경

• i : 대소문자 구분하지 않고 검색

• c : 치환 시 사용자 확인 요구

▪ 예시

• 1~10행의 모든 Hello를 Bye로 변경

:1,10s/Hello/Bye/g

• 문서 전체의 모든 Hello를 Bye로 변경

:%s/Hello/Bye/g

• 현재 행에서 마지막 행 까지

:.,$s/Hello/Bye/g

: 시작행,끝행s/원래문자열/변경문자열/옵션 



sshd 보안설정

 고찰

 일반 사용자는 웹 호스팅을 위한 파일

업로드가 주목적

 비관리자 계정에 ssh 접속을 허용할 이

유 없음

 ssh를 비관리자 계정에 열어주면 보안

취약점으로 작용 가능성

 일반 사용자에게는 ssh 접속은 막고, 

sftp만 열어주기

 sftp로 접속해도 자신의 홈 폴더에서

탈출하지 못하도록 설정 필요

 chroot 적용

# 맨 마지막 줄에 추가

Match User sql

ChrootDirectory %h

ForceCommand internal-sftp

# useradd sql

# echo 'pororo23@sql' > passwd --stdin sql

# vi /etc/ssh/sshd_config

# cd ~sql

# chown root.root .

# chmod 775 .

# mkdir html

# chown sql.sql html



Squid로 Proxy Server 구축

 스퀴드(Squid)

 http://www.squid-cache.org/

 사전적인 의미로는 ‘오징어’

 오픈 소스(GPL) 소프트웨어 프록시 서
버이자 웹 캐시

 반복된 요청을 캐싱함으로 웹서버의
속도를 향상시킴

 네트워크 자원을 공유하려는 사람들에
게 웹, DNS와 다른 네트워크 검색의
캐싱을 제공함

 트래픽을 걸러줌으로써 안정성에 도움
을 주는 등에 이르기까지 광범위 하게
이용됨

 프록시 서버(Proxy server)

 사전적인 의미로는 ‘대리인'

 클라이언트가 자신을 통해서 다른 네트워
크 서비스에 간접적으로 접속할 수 있게
해 주는 컴퓨터나 응용 프로그램

 프록시 서버에 요청된 내용들을 캐시에
저장 후, 캐시 안에 있는 정보를 이용함
으써 불필요하게 외부와의 연결을 하지
않아 전송 시간을 절약 됨

 사용목적

 원하지 않는 사이트를 차단을 위해

 IP 추적을 당하지 않을 목적으로

 악의적인 의도로 바이러스, 악성 루머 전
파 또는, 다른 정보들을 빼낼 목적으로



Squid로 HTTP Proxy Server 구축

 Squid 설치

 설정파일 수정

 모두에게 허용

 일부 IP에만 허용 (추천하는 방식)

# dnf install -y squid

완료되었습니다!

# vi /etc/squid/squid.conf

48 #

49 # INSERT YOUR OWN RULE(S) HERE TO ALLOW ACCESS FROM YOUR CLIENTS

50 #

51 acl anybody src 0.0.0.0/0.0.0.0

52 http_access allow anybody

 방화벽 개방 (이미 앞에서 했음)

 서비스 등록 및 시작

# firewall-cmd --permanent --add-port=3128/tcp

success

# firewall-cmd --reload

success

# systemctl start squid

# systemctl enable squid

Created symlink /etc/systemd/system/multi-

user.target.wants/squid.service → 

/usr/lib/systemd/system/squid.service.

51 acl members src 220.86.241.0/24

52 http_access allow members



CIDR 표기법

 net id 와 host id  subnet mask



Proxy Server 이용 클라이언트 설정

 Windows 10 설정  유의사항

 Squid 는 HTTP 프록시 임

 따라서, 오직 웹 연결시에만 프록시 서

버를 우회한다.

 즉 SSH, FTP 등 웹을 제외한 다른 연결

에는 나의 익명성을 보장해 주지 못한

다.

 모든 연결에 IP 익명성을 보장받으려면

VPN 을 사용할 것!!!



HTTP Proxy Server 테스트

 접속지 변경 확인 (https://dnschecker.org/ip-location.php)

https://dnschecker.org/ip-location.php


HTTP Proxy Server 테스트

 한국에서는 접속 못하는 스웨덴 과학센터 navet.com 테스트



<HTTPS 통신 과정>
(미닉스 김인성님 블로그)

출처:  https://aws-hyoh.tistory.com/34

HTTPS 통신과정



SSL 인증서 발급



cockpit에 Let’s encrypt SSL 인증서 적용

▪ 인증서 발급

• 도메인 소유자임을 증

명해야 함.

• cloudflare DNS에서

TXT 레코드 생성

[root@cberi ~]# sudo dnf install certbot -y

[root@cberi ~]# certbot certonly --manual --email akapo@naver.com \

--server https://acme-v02.api.letsencrypt.org/directory \

--agree-tos -d *.cberi.shop

Saving debug log to /var/log/letsencrypt/letsencrypt.log

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Account registered.

Requesting a certificate for *.cberi.shop

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Please deploy a DNS TXT record under the name:

_acme-challenge.cberi.shop.

with the following value:

LNTa0hd3kOAgmDs0JWCXeKNTJR4ajwUfA5UeTHF81b8



cockpit 에 Let’s encrypt SSL 인증서 적용

▪ 발급된 인증서 적용 ▪ 3개월 기간의 인증서

▪ cloudflare

• txt 레코드 생성

Before continuing, verify the TXT record has been deployed. Depending on the 

DNS provider, this may take some time, from a few seconds to multiple 

minutes. You can check if it has finished deploying with aid of online tools, 

such as the Google Admin Toolbox: 

https://toolbox.googleapps.com/apps/dig/#TXT/_acme-challenge.cberi.site.

Look for one or more bolded line(s) below the line ';ANSWER'. It should show 

the value(s) you've just added.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Press Enter to Continue

[root@cberi ~]# cd /etc/letsencrypt/live/cberi.shop/

# cp fullchain.pem /etc/cockpit/ws-certs.d/wildcart.cberi.shop.cert

# cp privkey.pem /etc/cockpit/ws-certs.d/wildcart.cberi.shop.key

# /usr/libexec/cockpit-certificate-ensure --check

# systemctl restart cockpit.service



3. Docker(podman)의 활용

1) Docker 소개

2) Docker 명령어

3) Docker 활용 서비스 구축

① nginx 웹 서버 구동

② mysql (mariadb)

③ l2tp / IKEv2 VPN Server 

충북교육연구정보원 강사 박정진



가상화 솔루션

 VMware vSphere  Citrix Xen Server



VM vs Docker



 도커 (Docker) 란?

 도커는 리눅스의 응용 프로그램들을

프로세스 격리 기술들을 사용해 컨테

이너로 실행하고 관리하는 오픈 소스

프로젝트이다.

 도커 컨테이너는 일종의 소프트웨어를

소프트웨어의 실행에 필요한 모든 것

을 포함하는 완전한 파일 시스템 안에

감싼다. 여기에는 코드, 런타임, 시스템

도구, 시스템 라이브러리 등 서버에 설

치되는 무엇이든 아우른다. 따라서 실

행 중인 환경에 관계 없이 언제나 동일

하게 실행될 것을 보증한다

 컨테이너 (Container)

 애플리케이션과 애플리케이션을 구동

하는 환경을 격리하는 공간을 뜻하며,

호스트 OS의 커널을 공유하면서 격리

된 컴퓨팅 자원을 제공하는 가상화 기

술이다.

 가상 머신(VM)은 하드웨어 스택을 가

상화하지만, 컨테이너는 운영체제 수

준에서 가상화를 실시하여 다수의 컨

테이너를 호스트의 OS 커널에서 직접

구동한다.



 컨테이너의 장점

 신속성이 높다

VM은 가상 하드웨어를 준비하고 그 위에서

Guest OS를 부팅해야하기 때문에 부팅시간

이 느리다. 하지만 컨테이너는 프로세스를 띄

우는 정도만 수행하면 되기 때문에 부팅시간

이 빠르다. 이와 더불어 추가 배포 시간도 짧

다는 장점이 있다.

 메모리 사용량이 적다

VM은 게스트 OS가 별도로 실행되어야 하기

때문에 시스템 메모리가 차지하는 메모리가

크다. 하지만 컨테이너는 게스트 OS를 띄우

지 않기 때문에 애플리케이션과 애플리케이

션이 구동될 때 필요한 라이브러리와 환경

정도의 적은 메모리를 사용한다.

 효율성이 높다

많은 기업이 애플리케이션 서비스를 안정적

으로 운영하기위해, 1개의 가상머신에 1개

의 서비스를 구동하는 것을 권장한다. 하지

만, 해당 애플리케이션이 가상머신의 모든

자원을 사용하는 것이 아니기 때문에 유휴

자원이 생겨 성능적으로 오버헤드가 생길

수 있다. 반면 컨테이너는 운영체제의 자원

을 공유하기 때문에 애플리케이션을 실행하

는데 필요한 만큼의 자원만 할당받을 수 있

다. 즉, 서버 전체 자원을 효율적으로 사용

할 수 있다



도커의 구성 요소

 Docker Container + Docker Image + Docker Registry



도커의 구성 요소

 도커 이미지 (Docker Image)

 서비스 운영에 필요한 서버 프로그램, 소

스 코드, 컴파일된 실행 파일을 묶은 형태

 상태 값을 가지지않고 변하지 않는다.

 저장소 (Registry)에 올리고 (push) 받는

(pull) 것은 이미지이다

 한 이미지로 여러 개의 컨테이너를 만들

수 있다

 도커는 베이스 이미지에서 바뀐 부분만

이미지로 생성하기 때문에, 컨테이너로

실행할 때 베이스 이미지와 바뀐 부분을

합쳐서 실행한다.

 도커 컨테이너 (Docker Container)

 도커 이미지를 실행한 상태

 OS로 치면 이미지는 실행 파일이고 컨

테이너는 프로세스

 도커 저장소 (Docker Registry)

 도커 이미지를 저장해놓는 원격 저장

소로 저장소이다.

 로컬에 image를 만들었다고 자동으로

hub에 올라가는 것이 아니다. 따라서

hub에 올리기 위해서는 push를 해주

어야 한다.





도커의 구성 요소

 가장 유명한 저장소인 docker hub ( https://hub.docker.com/ )

https://hub.docker.com/_/mariadb


docker vs podman

 도커의 문제점

 데몬이 죽으면 모든 컨테이너가 죽음

(현재는 도커의 아키텍처의 변화로 데

몬 재시작시에도 컨테이너가 죽지는

않음)

 데몬 프로세스는 실행중인 컨테이너에

대한 모든 자식 프로세스를 소유

 모든 도커는 루트 권한을 가진 사용자

가 수행

 컨테이너에서 보안 취약점 발생 가능

성 존재

 Docker vs Podman



podman

 podman 이란?

 podman 은 Pod Manager Tool 의 약자

로 OCI 표준 container와 런타임을 개발, 

관리, 실행할 수 있게 해주는 container 

engine

 Red Hat Enterprise Linux 8 / CentOS 8

부터 Docker 대신 podman 사용

 docker와 cli 인터페이스가 매우 유사함

 podman 명령줄을 docker 명령어로 변환

해주는 podman-docker 설치

 특징

 daemon-less

 데몬이 필요 없음

 root 권한 불필요

 docker 는 docker daemon 에 모든 권한
이 집중되다 보니 아무나 docker client 
로 docker daemon 을 제어하지 못하도
록 root 사용자만 docker client 사용 가
능 하였음

 Kubernetes 지원

 podman 은 대부분이 명령어가 docker 
와 호환되지만 docker가 제공하지 않는
기능도 제공합니다.

# dnf install podman-docker



podman-compose 설치

 podman 과 docker는 대부분의 명령어가 호환되지만 docker-compose.yml

을 이용한 명령어는 지원되지 않으므로 별도 프로그램 설치 필요
[root@cberi ~]# cd /usr/local/bin

[root@cberi bin]# pip3 install podman-compose

[root@cberi bin]# ls -alhF

total 16K

drwxr-xr-x.  2 root root 4.0K Dec 31 22:42 ./

drwxr-xr-x. 12 root root 4.0K Dec 12 05:59 ../

-rwxr-xr-x.  1 root root 213 Dec 31 22:42 dotenv*

-rwxr-xr-x.  1 root root 219 Dec 31 22:42 podman-compose*

[root@cberi bin]# podman-compose --version

podman-compose version: 1.0.6

['podman', '--version', '']

using podman version: 4.6.1

podman-compose version 1.0.6

podman --version 

podman version 4.6.1

exit code: 0



podman.sock 설치

 docker.sock에 해당하는 역할

 다른 컨테이너들과 상호작용하기 위한

레이어

 명령줄

 위 두 명령어를 한번에…

 확인

 podman.sock 으로 접근가능

# systemctl start podman.socket

# systemctl enable podman.socket

# systemctl enable --now podman.socket

# podman --remote info | grep sock

path: /run/podman/podman.sock



curl

 curl 이란?

 커맨드라인 데이터 전송 툴

 업로드 / 다운로드 모두 가능

 HTTP/HTTPS/FTP/LDAP/SCP/TELNET/S

MTP/POP3 등 주요한 프로토콜을 지원

 Usage: curl [options...] <url>

 상세 사용법

 https://www.lesstif.com/software-

architect/curl-http-get-post-rest-api-

14745703.html

 예시

 다운로드 받은 파일을 콘솔로 출력

 지정한 이름으로 저장

 HTTP 인증

 Basic Auth

$ curl -o index.html \

https://linux.datahub.pe.kr/uc.html

$ curl -v -u userid:password \

http://www.example.com/user.html

$ curl https://linux.datahub.pe.kr/uc.html

<html>

<body>

<img src="https://linux.datahub.pe.kr/dudu.png" 

width="100%">

</body>

https://www.lesstif.com/software-architect/curl-http-get-post-rest-api-14745703.html
https://www.lesstif.com/software-architect/curl-http-get-post-rest-api-14745703.html
https://www.lesstif.com/software-architect/curl-http-get-post-rest-api-14745703.html


docker 명령어

▪ search

• docker는 dokcker hub 를 통해 Git 

hub 처럼 사용자들 간의 이미지 공유

를 할 수 있는 환경이 구축되어 있음

• docker hub로부터 사용가능한 image

를 찾는 명령어

• 공식이미지는 galid/centos 처럼 / 

앞에 사용자의 이름이 붙지 아니함

▪ pull

• docker hub로 부터 image를 다운받는

명령어

[root@cberi ~]# docker search mariadb

NAME                                                          DESCRIPTION

registry.access.redhat.com/rhscl/mariadb-101-rhel7            MariaDB server 10.1 for OpenShift and genera...

registry.access.redhat.com/rhscl/mariadb-100-rhel7            MariaDB 10.0 SQL database server

registry.access.redhat.com/openshift3/mariadb-apb Ansible Playbook Bundle application definiti...

registry.access.redhat.com/rhscl/mariadb-102-rhel7            MariaDB is a multi-user, multi-threaded SQL...

registry.access.redhat.com/rhosp12/openstack-mariadb Red Hat OpenStack Container image for openst...

:

[root@cberi ~]# docker pull nginx

? Please select an image:

▸ registry.access.redhat.com/nginx:latest

registry.redhat.io/nginx:latest

docker.io/library/nginx:latest

[root@cberi ~]# docker pull mariadb



docker 명령어

▪ images

• 현재 host에 다운 받아져 있는 image들을 출력

▪ rmi

• remove image (도커 이미지 삭제)

• 실행 중이지 않은 이미지만 삭제 가능

[root@cberi data]# docker images

REPOSITORY                         TAG         IMAGE ID      CREATED      SIZE

docker.io/library/nginx            latest      a99a39d070bf  4 days ago   146 MB

docker.io/hwdsl2/ipsec-vpn-server  latest      dfad1ea83c88  10 days ago  46.1 MB

docker.io/library/mariadb latest      a748acbaccae  5 weeks ago  416 MB

docker.io/mobtitude/vpn-pptp latest      4ce95136b93f  4 years ago  158 MB

[root@cberi data]#

[root@cberi data]# docker rmi [삭제할 이미지명]



docker 명령어

▪ run

• docker image로 부터 새로운 컨테이

너를 만들어 실행

• 형식

• 예시

docker run [옵션] <이미지이름 or 이미지ID>

옵션 설명

--add-host 사용자 지정 호스트-IP 매핑 추가(host:ip)

--attach , -a STDIN, STDOUT 또는 STDERR에 연결

--detach , -d 백그라운드에서 컨테이너 실행 및 컨테이너 ID 출력

--detach-keys 컨테이너 분리를 위한 키 시퀀스 재정의

--env , -e 환경 변수 설정

--env-file 환경 변수 파일에서 읽기

--expose 포트 또는 포트 범위 노출

--group-add 가입할 그룹 추가

--hostname , -h 컨테이너 호스트 이름

--mount 파일 시스템 마운트를 컨테이너에 연결

--name 컨테이너에 이름 할당

--net 컨테이너를 네트워크에 연결

--net-alias 컨테이너에 대한 네트워크 범위 별칭 추가

--network 컨테이너를 네트워크에 연결

--network-alias 컨테이너에 대한 네트워크 범위 별칭 추가

--pull 실행하기 전에 이미지 가져오기

--publish , -p
<호스트 포트>:<컨테이너 포트> 호스트에 연결된
컨테이너의 특정 포트를 외부에 노출

--read-only
컨테이너의 루트 파일 시스템을 읽기 전용으로 마운
트

--restart 컨테이너 종료 시 적용할 재시작 정책

--rm 컨테이너가 종료되면 자동으로 제거

--volume , -v <호스트>:<컨테이너> 볼륨 마운트 바인딩

--volumes-from 지정된 컨테이너에서 볼륨 마운트

--workdir , -w 컨테이너 내부의 작업 디렉토리

docker run -d --name web --privileged \

-p 80:80  \

nginx

docker run --detach --privileged \

--name mariadb \

--network nginx-proxy \

-p 3306:3306 \

-v /srv/mariadb/data:/var/lib/mysql \

-e MARIADB_ROOT_PASSWORD=pororo23@root \

mariadb:latest



docker 명령어

▪ (표준) run

• 실험

• foreground로 컨테이너로 실행

• 컨테이너의 표준 입출력이 콘솔에 연결

되므로 더 이상 프롬프트 사용이 불가

능하게 되지만 컨테이너의 출력을 모니

터링 할 수 있음

▪ run --detach

• 실험

• background로 컨테이너를 실행하므로

즉시 프롬프트 이용 가능

• 컨터이너의 출력을 확인하려면,

# docker run \

--name web --privileged \

-p 80:80  \

nginx

# docker run --detach \

--name web --privileged \

-p 80:80  \

nginx

# docker logs nginx

-p 옵션으로 
외부 포트와 
매핑하려면, 
--privileged 
옵션 필요



웹 서버 SW

▪ 웹 서버

• 웹 서버의 주된 기능은 웹 페이지를 클라

이언트로 전달하는 것이다. 주로 그림,

CSS, 자바스크립트를 포함한 HTML 문서가

클라이언트로 전달된다.

• 흔히 웹 브라우저 또는 웹 크롤러로 부르

는 클라이언트는 HTTP를 통해 리소스를 요

청하며 서버는 해당 리소스를 반환하거나

처리할 수 없을 경우 에러 메시지를 전달

한다.

• 주된 기능은 콘텐츠를 제공하는 것이지만

클라이언트로부터 콘텐츠를 전달 받기도 한

다. 이러한 기능은 파일 업로드를 포함하

여 클라이언트에서 제출한 웹 폼을 수신하

기 위해 사용된다.

▪ 제품

▪ 개념도



웹 서버 SW



웹 서버 market share



nginx 웹서버 실행 (docker 활용)

▪ 준비

• index.html 생성 (건너뜀)

▪ 서버 실행

• Docker 컨테이너 생성

▪ 방화벽 포트 개방(이미함)

# docker run -d --privileged \

--name web \

-p 80:80  \

-v /home/www/html:/usr/share/nginx/html:ro \

nginx

[root@cberi html]# su - www

[www@cberi ~]$ chmod +x .

[www@cberi ~]$ cd html/

[www@cberi html]$ echo "web server worked!"
web server worked!

[www@cberi html]$ echo "web server worked!" > index.html

[www@cberi html]$ tree ~www
/home/www
├── html
│   └── index.html
└── logs

2 directories, 2 files

# firewall-cmd --permanent --add-service=http

success

# firewall-cmd --reload

success

볼륨 마운트 
지점은 어떻게 
알아낸 것인가?



nginx 웹 서버 구축

▪ http 접속 테스트 ▪ https 접속 테스트



cloudflare의 프록시 기능 활성화

▪ Cloudflare DNS항목의 proxy 설정 변경



cloudflare의 프록시 기능 활성화

▪ Cloudflare DNS항목의 proxy 설정 변경



nginx 웹 서버 구축

▪ https 접속 다시 테스트

(다른 브라우저로 테스트 해야 함)
▪ 고찰

• cloudflare의 proxy 서비스를 이용

하여 SSL 인증서를 설치하지 않고도

보안 서버 운용 가능함을 확인

• 만약 하나의 호스트에서 여러 사이트

를 운용해야 한다면 … ?

• http://www.cberi.shop

• http://sqladmin.cberi.shop

• http://word.cberi.shop

▪ 해결책

1) 각 사이트별 포트를 다르게 운용

2) virtual host 세팅

3) reverse proxy 구성



cloudflare 설정

▪ 고려할 만한 추가 설정

ON으로 설정하면 

cloudflare가 http 

접속시도를 

자동으로 https로 

리다이렉트 한다.



docker 명령어

 ps

 실행중인 컨테이너의 목록을 확인

 -a 옵션: 종료된 컨테이너 포함 모든 컨테이너 목록을 확인

 logs

 실행중인/실행되었던 도커 컨테이너의 로그 확인

[root@cberi data]# docker ps -a
CONTAINER ID  IMAGE                                     COMMAND          CREATED        
STATUS                    PORTS                                         NAMES
3384b258ab4c  docker.io/hwdsl2/ipsec-vpn-server:latest /opt/src/run.sh  30 hours ago   Up 
17 hours ago           0.0.0.0:500->500/udp, 0.0.0.0:4500->4500/udp ipsec-vpn-server
f9a1fe77230a  docker.io/library/mariadb:latest mariadbd 4 seconds ago  
Exited (1) 4 seconds ago mariadb

[root@cberi mariadb]# docker logs mariadb
2023-01-15 05:15:19+00:00 [Note] [Entrypoint]: Entrypoint script for MariaDB Server 1:10.10.2+maria~ubu2204 
started.
find: '/var/lib/mysql/': Permission denied
chown: changing ownership of '/var/lib/mysql/': Permission denied



docker 명령어

 stop

 형식

 실행중인 도커 컨테이너 중지

 실험

 start

 형식

 중지된 도커 컨테이너 시작

 restart

 형식

 컨테이너를 중지한 후 다시 실행

 컨테이너가 이미 중지되어 있다면

start와 동일

docker container stop <컨테이너 이름 or 컨테이너 ID> docker container start <컨테이너 이름 or 컨테이너 ID>

docker container restart <컨테이너 이름 or 컨테이너 ID>

[root@cberi data]# docker container stop ngnix

nginx

[root@cberi data]# docker ps -a

CONTAINER ID  IMAGE                                     

COMMAND          CREATED       STATUS                     

PORTS                                         NAMES

e8d8093c8c09  docker.io/library/ngnix:latest

nginx -g daemon o...   2 hours ago   Exited (0) 13 seconds ago  

0.0.0.0:3306->3306/tcp nginx



docker 명령어

 exec

 형식

 실행중인 도커 컨테이너 내부에서 명령 실행

 exec 응용

 컨테이너 내부의 배시셸 사용

 -i, --interactive : 컨테이너 표준 입력을 연

다(컨테이너 내부에서 발생하는 일을 사용

자에게 보여준다)

 -t, --tty : 단말 디바이스(tty)를 사용한다. 

(터미널과 비슷한 환경으로 조성해준다.)

 exit 로 탈출

# docker exec -i www ls -alhF /usr/share/nginx/html

total 12K

drwxrwxr-x. 2 1001 1001 4.0K Dec 27 13:47 ./

drwxr-xr-x. 3 root root 4.0K Dec 20 20:13 ../

-rw-rw-r--. 1 1001 1001   85 Dec 31 15:41 index.html

-rw-rw-r--. 1 1001 1001    0 Dec 27 13:47 temp.html

docker exec <CONTAINER_ID> <COMMAND> [root@cberi ~]# docker exec -it web /bin/bash

root@e8d8093c8c09:/# pwd

/

root@e8d8093c8c09:/# hostname

fa9a72133578 

root@e8d8093c8c09:/# exit



docker 명령어

 cp

 호스트와 도커 컨테이너 간 파일 복사

 컨테이너 → 호스트

 호스트 → 컨테이너

 예시

 폴더가 통째로 복사됨

 inspect

 이미지 또는 컨테이너의 세부 정보 출력

[root@cberi www]# docker inspect web
[

{
"Id": 

"00d5c952730b8f42f56f4e7d6794aa233c835978b30e42c
6fcbcfdf59af3aeba",

"Created": "2023-02-
01T00:19:22.186061279+09:00",

"Path": "/docker-entrypoint.sh",
"Args": [

"nginx",
"-g",
"daemon off;"

],
"State": {

"OciVersion": "1.0.2-dev",
"Status": "running",
"Running": true,
"Paused": false,
"Restarting": false,
"OOMKilled": false,

docker cp [container]:[내부 경로] [host 파일경로]

docker cp [host 파일경로] [container]:[내부 경로]

# docker cp -a mariadb:/var/lib/mysql ./

# ls -pl

합계 4

drwxr-xr-x. 5 root root 4096  1월 15 14:21 mysql/



docker network

 개념

 Docker 컨테이너(container)는 격리된

환경에서 돌아가기 때문에 기본적으로

다른 컨테이너와의 통신이 불가능

 여러 개의 컨테이너를 하나의 Docker

네트워크(network)에 연결시키면 서로

통신이 가능해짐

 ls 명령어 로 조회 가능

 네트워크의 종류

 bridge 네트워크는 하나의 호스트 컴

퓨터 내에서 여러 컨테이너들이 서로

소통할 수 있도록 해줍니다.

 host 네트워크는 컨터이너를 호스트

컴퓨터와 동일한 네트워크에서 컨테이

너를 돌리기 위해서 사용됩니다.

 overlay: 네트워크는 여러 호스트에 분

산되어 돌아가는 컨테이너들 간에 네

트워킹을 위해서 사용됩니다.

[root@cberi ~]# docker network ls
NETWORK ID    NAME         DRIVER
2f259bab93aa  podman bridge
[root@cberi ~]#



docker network

 create

 새로운 도커 네트워크 생성

 -d, --driver 옵션을 사용하지 않으면

기본값인 bridge 네트워크가 생성됨.

 상세 옵션 설정 예시

 inspect

 네트워크 상세 정보 조회

[root@cberi ~]# docker network create nginx-proxy

[root@cberi ~]# docker network ls

NETWORK ID    NAME         DRIVER

ee1e18cf9293  nginx-proxy  bridge

2f259bab93aa  podman bridge

[root@cberi data]# docker network inspect nginx-proxy
[

{
"name": "nginx-proxy",
"id": 

"ee1e18cf9293ac52d6a040a4c3ac9e087759228562606a6c8d5e68c51fd963c2",
"driver": "bridge",
"network_interface": "cni-podman1",
"created": "2023-01-15T13:47:19.346909853+09:00",
"subnets": [

{
"subnet": "10.89.0.0/24",
"gateway": "10.89.0.1"

}
],
"ipv6_enabled": false,
"internal": false,
"dns_enabled": false,
"ipam_options": {

"driver": "host-local"
}

}
]

# docker network create --driver bridge \

--gateway 172.19.0.1 --subnet 172.19.0.0/24 \

mybridge



docker network

 connect

 특정 컨테이너를 도커 네트워크에

연결

 형식

 실습

 disconnect

 특정 컨테이너를 도커 네트워크에서

연결 해제

 형식

[root@cberi ~]# docker network connect nginx-proxy mariadb

Error: container 

e8d8093c8c093f8df604665024628652ec82f86a92c5aab5cd405a66b1

30eb09 is already connected to network "nginx-proxy": 

network already exists

[root@cberi ~]#

docker network connect <network name> <container name> docker network disconnect <net name> <container name>



mariadb

 mariadb란?

 오픈 소스의 관계형 데이터베이스 관리
시스템(RDBMS)이다.

 MySQL과 동일한 소스 코드를 기반으
로 하며, GPL v2 라이선스를 따른다.

 오라클 소유의 현재 불확실한 MySQL의
라이선스 상태에 반발하여 만들어짐

 mysql과 강력한 호환성 유지

 MySql과 공통점

 MariaDB의 실행 프로그램들과 유틸리
티는 모두 MySQL과 이름이 동일하며
호환됩니다.

 MySQL 5.x의 데이터 파일과 테이블 정
의 파일(.FRM)은 MariaDB 5.x와 호환
합니다.

 모든 클라이언트 API와 통신 프로토콜
은 서로 호환합니다.

 MySQL Connector(Java 및 C 클라이언
트 라이브러러 등)는 모두 MariaDB에
서 변경없이 사용 가능

 MySQL 클라이언트 프로그램은 그대
로 MariaDB 서버의 연결에 사용가능



MariaDB vs MySQL

 스토리지 엔진  기능
용도 MariaDB MySQL

메모리 스토리지
엔진

MySQL 코드 베이스에 포
함된 MEMORY 스토리지
엔진을 기본으로 사용합
니다.

MariaDB의 메모리
스토리지 엔진과 거
의 동일합니다.

디스크 기반 임시
테이블 엔진
스토리지 엔진

기본적으로 Aria 스토리
지 엔진을 사용합니다. 
이것은 InnoDB와 비슷하
게 인덱스하며 레코드
데이터까지 모두 메모리
캐시를 이용할 수 있기
때문에 MyISAM에 비해서
는 빠른 처리를 보장합
니다.

MyISAM 스토리지 엔
진을 사용하는 테이
블을 생성하여 작업
을 처리합니다.

트랜잭션 지원
스토리지 엔진

PerconaServer에서 나
온 XtraDB가 사용되었습
니다만 10.0.7 버전 부
터는 InnoDB가 기본이
되었다고 합니다.

InnoDB 스토리지 엔
진을 사용합니다.

NoSQL 지원
엔진

Cassandra의 데이터를
MariaDB 서버를 통해
접근할 수 있습니다.

Memcached 플러그인
을 제공합니다.

용도 MariaDB MySQL

스레드 풀
MariaDB 5.1 버전부터 지원합니
다.

엔터프라이즈 버전
에서만 지원합니다.

버퍼풀 프
리 로드

XtraDB에서 버퍼 풀의 내용을 덤
프하고, 덤프된 버퍼 풀 정보를
MariaDB 재시작 후 다시 버퍼
풀로 로딩할 수 있는 기능을 제
공합니다

MySQL 5.6 버전에
서부터 InnoDB 버퍼
풀의 덤프와 로딩
기능을 지원

SSD 지원
XtraDB에서는 SSD 기반의 디스
크 IO를 위한 블록 플러시 알고
리즘 지원

-

롤(ROLE) 
기반의 권
한 관리

오라클과 같이 특정 유저 그룹을
위한 롤 생성 가능

-

반 동기화
레플리케
이션

-
플러그인 형태로 제
공

가상 컬럼
1개 이상의 컬럼 값을 미리 별도
의 컬럼에 저장하거나 쿼리처리
시점에 가공하여 보여 주는 기능

-

동적 컬럼
NoSQL 처럼 사용할 수 있는 동적
컬럼 지원 가능

-



mariadb 설치

 사용 이미지

https://hub.docker.com/_/mariadb

 명령어
# mkdir /srv/mariadb

# cd /srv/mariadb

# mkdir data work backup

# docker network create nginx-proxy

# docker network ls

NETWORK ID    NAME         DRIVER

ee1e18cf9293  nginx-proxy  bridge

2f259bab93aa  podman bridge

# curl -o /srv/mariadb/work/employee_db.sql \

https://linux.datahub.pe.kr/employee_db.sql

# docker run --detach --privileged \

--name mariadb \

--network nginx-proxy \

-p 3306:3306 \

-v /srv/mariadb/data:/var/lib/mysql:z \

-v /srv/mariadb/work:/srv/mariadb/work:z \

-e MARIADB_ROOT_PASSWORD=pororo23@root \

mariadb:latest

https://hub.docker.com/_/mariadb


mariadb 설치

 mariadb 명령줄 생성  mariadb-dump 명령줄 생성

[root@cberi ~]# cd /usr/local/bin

[root@cberi bin]# touch mariadb

[root@cberi bin]# chmod +x mariadb

[root@cberi bin]# vim mariadb

#!/bin/bash

podman exec -it mariadb mariadb $@

[root@cberi bin]# mariadb

ERROR 1045 (28000): Access denied for user 

'root'@'localhost' (using password: NO)

[root@cberi ~]# cd /usr/local/bin

[root@cberi bin]# touch mariadb-dump

[root@cberi bin]# chmod +x mariadb-dump

[root@cberi bin]# vim mariadb

#!/bin/bash

podman exec -it mariadb mariadb-dump $@

[root@cberi bin]# mariadb-dump 

Usage: mariadb-dump [OPTIONS] database [tables]

OR     mariadb-dump [OPTIONS] --databases DB1

OR     mariadb-dump [OPTIONS] --all-databases

OR     mariadb-dump [OPTIONS] --

system=[SYSTEMOPTIONS]]

For more options, use mariadb-dump --help



mariadb 설치

 mariadb 데이터베이스 접속 테스트

[root@cberi ~]# mariadb -uroot -p

Enter password:

MariaDB [(none)]> show databases;

MariaDB [(none)]> create database employee;

MariaDB [(none)]> show database;

MariaDB [(none)]> use employee;

Database changed

MariaDB [employee]> show tables;

MariaDB [employee]> source /srv/mariadb/work/employee_db.sql

MariaDB [employee]> show tables;

MariaDB [employee]> exit;

Bye

접속 명령

암호입력

존재하는 모든 데이터베이스 조회

employe라는 데이터베이스 생성

서버에 존재하는 모든 데이터베이스 조회

작업 DB를 employee 로 변경

선택된 DB에 존재하는 모든 테이블 조회

백업파일(employee_db.sql)에서 DB 복원

작업 DB안의 모든 테이블 조회

나가기



mariadb 백업/복원

 DB 백업하기

 명령줄 형식

 예시

 DB 복원

 명령줄 형식

 예시

mariadb-dump -uroot -ppororo23@root employee > employee.sql

mariadb-dump --all-databases -uroot -ppororo23@root > all_db.sql

mariadb -u [사용자 계정] -p [복원할 DB명] < [백업된 DB파일]

mariadb --all-databases -u [사용자 계정] -p < [백업된 DB파일].sql

mariadb -uroot -ppororo23@root employees < employee.sql

mariadb --all-databases -uroot -ppororo23@root < all_db.sql

mariadb-dump -u [사용자 계정] -p [복원할 DB명] < [백업된 DB파일]

mariadb-dump --all-databases -u [사용자 계정] -p < [백업된 DB파일].sql



anacron

▪ 특징
• crontab 과 달리 system demon이 아님

• 정해진 시간을 주기로 작업을 수행하는 것이 아니라, 해당 작업이 정해진 시간 내에 실행
된 적이 있는지를 점검한 후 만약 정해진 시간내에 수행한 적이 없다면 해당 작업을 여유
를 두고 실행

• 작업의 실행 간격을 1일 단위로 지정

• (1일 1회 이상 실행빈도는 설정 불가, 명시적인 실행 시각 지정 불가)

• 작업의 설정 장소는 /etc/anacrontab만 가능하며, 루트 유저 이외는 작업의 설

정이 불가

• 작업의 실행 타이밍에 랜덤으로 연장 시간이 추가 됨

• 데몬 프로세스가 존재하지 않으므로 정기적으로 anacron 명령어를 실행하는 구성

을 따로 준비.

• (cron의 매시 01분에 anacron을 실행하는 명령어가 기본으로 추가되어 있음)

• 장기간 서버가 정지된 경우는 서버 가동 후에 필요한 작업을 바로 할 수 있다.



anacron

▪ 설정 예시

▪ 1라인 : 최근 1일동안 실행된 적

이 있는지 점검하고, 만약 그렇

지 않다면 시스템 부팅 5분 후

에 수행

▪ 2라인 : 최근 7일동안 실행된 적

이 있는지 점검하고, 만약 그렇

지 않다면 시스템 부팅 25분 후

에 수행

▪ 지연 시간을 두는 이유는 한꺼

번에 실행할 경우 시스템에 과

부하가 걸릴 수 있으므로 시간

간격을 두어 부하를 분산하

기 위함

# /etc/anacrontab: configuration file for anacron

# See anacron(8) and anacrontab(5) for details.

SHELL=/bin/sh

PATH=/sbin:/bin:/usr/sbin:/usr/bin

MAILTO=root

# the maximal random delay added to the base delay of the jobs

RANDOM_DELAY=45

# the jobs will be started during the following hours only

START_HOURS_RANGE=3-22

#period in days   delay in minutes   job-identifier   command

1       5       cron.daily nice run-parts /etc/cron.daily

7       25      cron.weekly nice run-parts /etc/cron.weekly

@monthly 45     cron.monthly nice run-parts /etc/cron.monthly

# vim /etc/anacrontab



date 명령어

▪ 도움말 ▪ 테스트
[root@cberi ~]# date --help

Usage: date [OPTION]... [+FORMAT]

or:  date [-u|--utc|--universal] [MMDDhhmm[[CC]YY][.ss]]

Display the current time in the given FORMAT, or set the system date.

Mandatory arguments to long options are mandatory for short options too.

-d, --date=STRING          display time described by STRING, not 'now’

FORMAT controls the output.  Interpreted sequences are:

%d day of month (e.g., 01)

%D   date; same as %m/%d/%y

%F   full date; same as %Y-%m-%d

%g   last two digits of year of ISO week number (see %G)

%H hour (00..23)

%I   hour (01..12)

%m month (01..12)

%M minute (00..59)

%s   seconds since 1970-01-01 00:00:00 UTC

%S second (00..60)

%T   time; same as %H:%M:%S

%w   day of week (0..6); 0 is Sunday

%y   last two digits of year (00..99)

%Y year

# date

Mon Jan  1 20:28:44 KST 2024

# date +'%Y%m%d'

20240101

# date --date '10 days'

Thu Jan 11 20:28:55 KST 2024

# date --date '10 days ago'

Fri Dec 22 20:29:03 KST 2023

# date --date '10 days ago' +'%Y%m%d'

20231222



셸 스크립트

▪ 셸 스크립트의 기본 ▪ 쿼팅

• 작은따옴표 안의 $는 특별한 의미를

가지지 않는 일반문자

• 큰따옴표 안에서는 $로 시작하는 변수

가 값으로 치환됨

#!/bin/bash

echo "root directory"

cd /

ls -lhF # 조회

#!/bin/bash

echo "root dir";cd /;ls -lhF

공백은 무시됨.

# 문자로 주석처리

한줄에 여러명령 가능

#!/bin/bash

appdir=/home/www/html

echo $appdir

filename=employee

echo $filename_db.sql

echo ${filename}_db.sql

변수 선언(띄어쓰기금지)

변수 사용

{ }의 사용법에 주목

#!/bin/bash

country=Korea

echo 'I came from $country'

echo "I came from $country"

이 둘의 차이점은?

[root@cberi ~]# ./test.sh

/home/www/html

.sql

employee_db.sql

[root@cberi ~]# ./test.sh

I came from $country

I came from Korea



셸 스크립트

▪ 명령어 치환

• 명령어의 출력 결과를 이용하고 싶을

때 이 기능을 사용

• $( ) 와 같은 형식으로 괄호 안에 실

행하려는 명령어를 작성

▪ 위치 파라미터

#!/bin/bash

filename=$(date '+%Y-%m-%d')

touch $filename

echo "Today is $(date '+%Y-%m-%d')."

$ ./params.sh aaa bbb ccc

$0 $1 $2 $3

[root@cberi ~]# vi params.sh

[root@cberi ~]# chmod +x params.sh

[root@cberi ~]# ./params.sh a b c d

$0 = ./params.sh

$1 = a

$2 = b

$3 = c

$@ = a b c d

#!/bin/bash

echo "\$0 = $0"

echo "\$1 = $1"

echo "\$2 = $2"

echo "\$3 = $3"

echo "\$@ = $@"



mariadb 전체 DB 백업 스크립트

▪ 쉘 스크립트 작성 ▪ 실행 테스트

▪ anacron에 등록
#!/bin/sh

DATE=$(date '+%Y%m%d')

PREV_DATE=$(date --date '10 days ago' '+%Y%m%d')

backup_file=all_db_${DATE}.sql

delete_file=all_db_${PREV_DATE}.sql

echo "backup file: $backup_file"

mariadb-dump \

--all-databases --skip-lock-tables \

-uroot -ppororo23@root > /srv/mariadb/backup/${backup_file}

echo "delete file: $delete_file"

rm -f /srv/mariadb/backup/${delete_file}

[root@cberi backup]# ./mariadb_backup.sh

backup file: all_db_20240101.sql

delete file: all_db_20231222.sql

[root@cberi ~]# cd /srv/mariadb/backup/

[root@cberi backup]# touch mariadb_backup.sh

[root@cberi backup]# chmod +x mariadb_backup.sh

[root@cberi backup]# vim mariadb_backup.sh

# mv mariadb_backup.sh /etc/cron.daily/



INTRANET



VPN (Virtual Private Network)



L2TP/IPSec VPN Server 접속 전 확인

 IP주소 확인  차단된 사이트 예시



kernel-modules-extra 설치

 설치 이유 (https://access.redhat.com/articles/3760101)

To enhance Red Hat Enterprise Linux against possible future security 
vulnerabilities in lesser-known components which system administrators typically 
do not protect against, a set of kernel modules have been moved to the kernel-
modules-extra package so they are not installed by default, and blacklisted by 
default so those components cannot be loaded by non-root users.

[root@cberi ~]# dnf install -y kernel-modules-extra

설치되었습니다:

kernel-modules-extra-4.18.0-408.el8.x86_64

완료되었습니다!

[root@cberi ~]# vi /etc/modprobe.d/l2tp_netlink-blacklist.conf

[root@cberi ~]# vi /etc/modprobe.d/l2tp_ppp-blacklist.conf

# Remove the blacklist by adding a comment # at the start of the line.

#blacklist l2tp_ppp

# Remove the blacklist by adding a comment # at the start of the line.

#blacklist l2tp_netlink

https://access.redhat.com/articles/3760101


L2TP/IPSec VPN Server 셋팅

 준비

 L2TP(Layer 2 Tunneling Protocol)

 도커 이미지 실행

 IKEv1(Internet Key Exchange v2) 를 사
용하지 않는다면 여기서 끝

[root@cberi srv]# cd /srv

[root@cberi srv]# mkdir ipsec-vpn

[root@cberi srv]# cd ipsec-vpn/

[root@cberi ipsec-vpn]# vim vpn.env

VPN_IPSEC_PSK=pororo@vpn

VPN_USER=vpnuser

VPN_PASSWORD=vpnpass

VPN_ADDL_USERS=vpnuser1 vpnuser2 vpnuser3

VPN_ADDL_PASSWORDS=vpnpass1 vpnpass2 vpnpass3

# docker run \

--detach --privileged \

--name ipsec-vpn-server \

--env-file /srv/ipsec-vpn/vpn.env \

-v /lib/modules:/lib/modules:ro \

-p 500:500/udp \

-p 4500:4500/udp \

hwdsl2/ipsec-vpn-server

docker.io/hwdsl2/ipsec-vpn-server:latest

Trying to pull docker.io/hwdsl2/ipsec-vpn-

server:latest...



L2TP/IPSec VPN Server 셋팅

 컨테이너 실행 상태 확인

 방화벽 개방 (이미 열었음)
[root@cberi ipsec.d]# firewall-cmd --permanent --zone=public --add-port=500/udp

success

[root@cberi ipsec.d]# firewall-cmd --permanent --zone=public --add-port=4500/udp

success

[root@cberi ipsec.d]# firewall-cmd --reload

success

[root@cberi ~]# docker ps -a

CONTAINER ID  IMAGE                                     COMMAND          CREATED      STATUS          

PORTS                                         NAMES

3384b258ab4c  docker.io/hwdsl2/ipsec-vpn-server:latest /opt/src/run.sh  1 min ago  Up 1 min ago

0.0.0.0:500->500/udp, 0.0.0.0:4500->4500/udp ipsec-vpn-server

[root@cberi ~]#



L2TP/IPSec VPN Server 접속

 Windows 10 L2TP/IPSec PreSharedKey(미리 공유한 키)를 이용한 접속



L2TP/IPSec VPN Server 접속

 Windows error 809 에러 대응

 https://github.com/hwdsl2/setup-ipsec-vpn/blob/master/docs/clients.md#windows-error-809

 또는 수작업

 레지스트리에서 HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\PolicyAgent로 이동.

 32비트 DWORD를 생성하고 이름을 AssumeUDPEncapsulationContextOnSendRule로 변경.

 값을 2로 설정하고 재부팅

Error 809: The network connection between your computer and the VPN 

server could not be established because the remote server is not 

responding. This could be because one of the network devices (e.g, 

firewalls, NAT, routers, etc) between your computer and the remote 

server is not configured to allow VPN connections. Please contact your 

Administrator or your service provider to determine which device may be 

causing the problem.

https://github.com/hwdsl2/setup-ipsec-vpn/blob/master/docs/clients.md#windows-error-809


L2TP/IPSec VPN Server 접속 후 확인

 IP주소 확인 (서버 주소로 변경 됨)  고찰

 VPN은 Squid 프록시와는 달리 모든

연결에 IP익명성을 제공한다.

 추적자는 나의 IP를 바로 알아낼 수 없

다.

 또한 모든 통신은 암호화 되어 전송된

다.

 VPN의 용도가 익명성 제공인가?

 VPN의 원래 용도는 무엇인가?



IKEv2/IPSec VPN 을 위한 추가 셋팅

 IKEv2 인증서 생성 스크립트 실행
[root@cberi ~]# docker exec -it ipsec-vpn-server ikev2.sh

Emulate Docker CLI using podman. Create /etc/containers/nodocker

to quiet msg.

IKEv2 Script   Copyright (c) 2020-2023 Lin Song   13 Dec 2023

Welcome! Use this script to set up IKEv2 on your VPN server.

I need to ask you a few questions before starting setup.

You can use the default options and just press enter if you are 

OK with them.

Do you want IKEv2 clients to connect to this server using a DNS 

name,

e.g. vpn.example.com, instead of its IP address? [y/N] y

Enter the DNS name of this VPN server: vpn.cberi.shop

Provide a name for the IKEv2 client.

Use one word only, no special characters except '-' and '_'.

Client name: [vpnclient] vpnclient

Specify the validity period (in months) for this client 

Do you want to continue? [Y/n] y

================================================

IKEv2 setup successful. Details for IKEv2 mode:

VPN server address: vpn.cberi.shop

VPN client name: vpnclient

Client configuration is available inside the

Docker container at:

/etc/ipsec.d/vpnclient.p12 (for Windows & Linux)

/etc/ipsec.d/vpnclient.sswan (for Android)

/etc/ipsec.d/vpnclient.mobileconfig (for iOS & macOS)

Next steps: Configure IKEv2 clients. See:

https://vpnsetup.net/clients2

================================================



IKEv2/IPSec VPN 을 위한 추가 셋팅

 IKEv2 사용을 위한 인증서 복사

[root@cberi ~]# docker exec -it ipsec-vpn-server ls -l /etc/ipsec.d

total 152

-rw------- 1 root root 36864 Jan 13 16:03 cert9.db

-rw-r--r-- 1 root root 621 Jan 13 16:03 ikev2.conf

-rw------- 1 root root 877 Jan 13 16:03 ikev2setup.log

-rw------- 1 root root 61440 Jan 13 16:03 key4.db

-rw------- 1 root root 53 Jan 13 23:51 passwd

-rw------- 1 root root 423 Jan 13 16:02 pkcs11.txt

drwx------ 2 root root 4096 Nov 12 14:48 policies

-rw------- 1 root root 12546 Jan 13 16:03 vpnclient.mobileconfig

-rw------- 1 root root 4344 Jan 13 16:03 vpnclient.p12

-rw------- 1 root root 6313 Jan 13 16:03 vpnclient.sswan

[root@cberi ~]# docker cp ipsec-vpn-server:/etc/ipsec.d /etc/



IKEv2 VPN 을 위한 추가 셋팅

 도커 재실행

 IKEv2 설정 추가

 인증서 복사

 인증서 다운로드

 sftp로 접속하여 인증서 다운로드

# docker run \

--detach --privileged \

--name ipsec-vpn-server \

--env-file /srv/ipsec-vpn/vpn.env \

-v ikev2-vpn-data:/etc/ipsec.d \

-v /lib/modules:/lib/modules:ro \

-p 500:500/udp \

-p 4500:4500/udp \

hwdsl2/ipsec-vpn-server

docker.io/hwdsl2/ipsec-vpn-server:latest

Trying to pull docker.io/hwdsl2/ipsec-vpn-

server:latest...

[root@cberi ~]# cp -Ra /etc/ipsec.d/ ~/



IKEv2 VPN 을 위한 추가 셋팅

 도커 로그 확인

[root@cberi ~]# docker logs ipsec-vpn-server

Trying to auto discover IP of this server...

Starting IPsec service...

================================================

IPsec VPN server is now ready for use!

Connect to your new VPN with these details:

Server IP: 207.148.95.144

IPsec PSK: pororo@vpn

Username: vpnuser

Password: vpnpass

Write these down. You'll need them to connect!

VPN client setup: https://vpnsetup.net/clients2

================================================

================================================

IKEv2 is already set up. Details for IKEv2 mode:

VPN server address: 207.148.95.144

VPN client name: vpnclient

Client configuration is available inside the

Docker container at:

/etc/ipsec.d/vpnclient.p12 (for Windows & Linux)

/etc/ipsec.d/vpnclient.sswan (for Android)

/etc/ipsec.d/vpnclient.mobileconfig (for iOS & macOS)

Next steps: Configure IKEv2 clients. See:

https://vpnsetup.net/clients2

================================================



IKEv2 프로토콜로 VPN Server 접속

 Configure your devices to use the IKEv2 VPN.

 https://github.com/hwdsl2/setup-ipsec-vpn/blob/master/docs/ikev2-howto.md

https://github.com/hwdsl2/setup-ipsec-vpn/blob/master/docs/ikev2-howto.md


IKEv2 VPN 접속 프로필 생성

 Configure your devices to use the IKEv2 VPN.

 https://github.com/hwdsl2/setup-ipsec-vpn/blob/master/docs/ikev2-howto.md

https://github.com/hwdsl2/setup-ipsec-vpn/blob/master/docs/ikev2-howto.md


IKEv2 VPN 접속 프로필 생성

󰏮

󰏮



IKEv2 프로토콜로 VPN Server 접속

 IKEv2 용 추가 인증서 발급

 앞서 사용한 인증서는 동일 NAT에 속해 있는 클라이언트에서 중복 접속 불가

 이러한 경우 추가로 인증서를 받급받아 사용자마다 다른 인증서를 사용해야 함

[root@cberi ~]# docker exec -it ipsec-vpn-server ikev2.sh --addclient vpnclient2

IKEv2 Script   Copyright (c) 2020-2023 Lin Song   4 Jan 2023

## Adding a new IKEv2 client 'vpnclient2', using default options.

## Creating client configuration...

================================================

New IKEv2 client "vpnclient2" added!

VPN server address: 207.148.95.144

Client configuration is available inside the

Docker container at:

/etc/ipsec.d/vpnclient2.p12 (for Windows & Linux)

/etc/ipsec.d/vpnclient2.sswan (for Android)

/etc/ipsec.d/vpnclient2.mobileconfig (for iOS & macOS)

Next steps: Configure IKEv2 clients. See:

https://vpnsetup.net/clients2

================================================

[root@cberi ipsec-vpn]# docker exec -it ipsec-vpn-server ikev2.sh --listclients

IKEv2 Script   Copyright (c) 2020-2023 Lin Song   4 Jan 2023

Checking for existing IKEv2 client(s)...

Client Name       Certificate Status

------------ -------------------

vpnclient valid

vpnclient2        valid

Total: 2 clients



안드로이드폰에서 VPN Server 접속

 IKEv2 보안 접속 : 안드로이드 폰 (삼성 S21 예시)

vpn.cberi.shop



L2TP/IPSec VPN Server 셋팅

 실행 스크립트 파일 생성  IKEv2 지원 스크립트
[root@cberi ~]# cd /srv/ipsec-vpn/

[root@cberi ipsec-vpn]# vim start.sh

[root@cberi ipsec-vpn]# chmod u+x start.sh 

#!/bin/bash

docker run \

--detach --privileged \

--name ipsec-vpn-server \

--env-file /srv/ipsec-vpn/vpn.env \

--restart=always \

-v /lib/modules:/lib/modules:ro \

-p 500:500/udp \

-p 4500:4500/udp \

hwdsl2/ipsec-vpn-server

[root@cberi ~]# cd /srv/ipsec-vpn/

[root@cberi ipsec-vpn]# vim start_ikev2.sh

[root@cberi ipsec-vpn]# chmod u+x start_ikev2.sh

#!/bin/bash

docker run \

--detach --privileged \

--name ipsec-vpn-server \

--env-file /srv/ipsec-vpn/vpn.env \

--restart=always \

-v ikev2-vpn-data:/etc/ipsec.d \

-v /lib/modules:/lib/modules:ro \

-p 500:500/udp \

-p 4500:4500/udp \

hwdsl2/ipsec-vpn-server



4. SSL 웹서버 구축

1) forward vs revserse proxy

2) nginx-proxy-acme-companion

3) php 웹서버 환경 구축

4) phpMyAdmin

5) wordpress 사이트 구축

충북교육연구정보원 강사 박정진



포워드 프록시 (forward proxy)

우선 정부, 학교, 기업 등과 같은 기관은 해당 
기관에 속한 사람들의 제한적인 인터넷 사용을 
위해 방화벽을 사용합니다. 포워드 프록시 
서버는 이런 제한을 위해 사용합니다. 즉, 해당 
기관에 속한 사람들이 그들이 방문하고자 하는 
웹사이트에 직접적으로(directly) 방문하는 
것을 방지합니다.

이 말은 곧 포워드 프록시 서버는 기관에 속한 
유 저 가  특 정  컨 텐 츠 에  접 근 하 는  것 을 
방지하는데 사용된다는 말과 동일합니다. 예를 
들어, 포워드 프록시 서버에 룰을 추가해서 
특 정  사 이 트 에  접 속 하 는  것 을  막 을  수 
있습니다.

마지막으로 포워드 프록시 서버를 사용하면 
유저의 정체를 숨겨줍니다. 인터넷을 사용하는 
대부분 유저들은 익명성을 바라는데 프록시 
서버를 사용하지 않으면 자신의 정체가 탄로 
날 수 있습니다. 하지만 만약 포워드 프록시 
서버를 사용하면 IP 주소를 역추적해도 정체를 
파악하기 어렵습니다. 왜냐면 IP 추적해도 
프록시 서버만 보이기 때문입니다.

• 프록시: 서버와 클라이언트 사이에 중계기로서 
대리로 통신을 수행하는 것



리버스 프록시 (reverse proxy)

우선 리버스 프록시 서버는 로드 밸런싱(load
balancing)에 사용됩니다. 유명한 웹 사이트는 
하루에도 수백만명이 방문합니다. 그리고 그러한 
대량의 트래픽을 하나의 싱글 서버로 감당해 
내기란 어렵습니다. 하지만 리버스 프록시 서버를 
여러개의 서버 앞에 두면 특정 서버가 과부화 되지 
않게 로드밸런싱이 가능합니다.

또한 리버스 프록시를 사용하면 보안에 좋습니다.
리버스 프록시를 사용하면 본래 서버의 IP 주소를 
노출시킬 필요가 없습니다. 따라서 해커들의 DDoS
공격과 같은 공격을 막는데 유용합니다.

그리고 리버스 프록시 서버에는 성능 향상을 위해 
캐시 데이터를 저장할 수 있습니다. 만약 어떤 
한국에 있는 유저가 미국에 웹서버를 두고 있는 
사이트에 접속할 때, 리버스 프록시 서버가 
한국에 있다고 해봅시다. 그러면 한국에 있는 
유 저 는  한 국 에  있 는  리 버 스  프 록 시  서 버 와 
통 신 합 니 다 . 따 라 서  리 버 스  프 록 시  서 버 에 
캐싱되어 있는 데이터를 사용할 경우에는 더 빠른 
성능을 보여줄 수 있는 것입니다.

마지막으로 SSL 암호화에 좋습니다. 본래 서버가 
클라이언트들과  통신을  할때  SSL(or TSL)로 
암호화, 복호화를 할 경우 비용이 많이 듭니다.
그러나 리버스 프록시를 사용하면 들어오는 
요 청 을  모 두  복 호 화 하 고  나 가 는  응 답 을 
암호화해주므로 클라이언트와 안전한 통신을 할수 
있으며 본래 서버의 부담을 줄여줍니다.



단일 호스트 멀티 도메인 SSL 웹서버 구축 (feat. Let’sEncrypt)

 최종 구축 도식



단일 호스트 멀티 도메인 SSL 웹서버 구축 (feat. LetsEncrypt)

 특징

 acme.sh 를 사용하여 Let's Encrypt(또

는 다른 ACME CA) 인증서의 자동 생

성/갱신.

 http-01챌린지를 통해서만 암호화

/ACME 도메인 유효성 검사

 인증서 생성/갱신 시 자동 업데이트 및

nginx 구성 다시 로드

 다중 도메인(SAN) 인증서 생성을 지원

 시 작 시 강 력 한 RFC7919 Diffie-

Hellman 그룹 생성

 활용 도구

 https://github.com/nginx-proxy/ 

acme-companion

 작업 순서

 1단계 : nginx-proxy 설치

 2단계 : acme-companion 설치

 3단계 : 내부 웹서버 설치(필요한 만큼)

cloudflre proxy 기능 끄고 작업할 것!!!
모든 셋팅 완료 후 cloudflare 사용



step1) nginx-proxy 설치

 nginx-proxy

 리버스 프록시 역할

 외부와의 통신을 담당

 80번 포트에서 http 통신

 443번 포트에서 https 통신

 준비

 명령줄

[root@cberi ~]# cd /srv

[root@cberi srv]# mkdir nginx-proxy

[root@cberi srv]# cd nginx-proxy

[root@cberi srv]# mkdir certs html vhost.d

[root@cberi nginx-proxy]# tree /srv/nginx-proxy/

/srv/nginx-proxy/

├── certs

├── html

└── vhost.d



step1) nginx-proxy 설치

 도커 컨테이너 생성

 방화벽 개방 (이미 열림)

 작동확인

 웹브라우저에서 다음 주소 접속

 http://www.cberi.shop

 아직 프록시 된 서비스를 생성하지 않

으므로 아래 오류가 정상임

# docker run --detach --privileged \

--name nginx-proxy \

--publish 80:80 \

--publish 443:443 \

--network="nginx-proxy" \

-v /srv/nginx-proxy/certs:/etc/nginx/certs \

-v /srv/nginx-proxy/vhost.d:/etc/nginx/vhost.d \

-v /srv/nginx-proxy/html:/usr/share/nginx/html \

-v /run/podman/podman.sock:/tmp/docker.sock:ro \

-e TZ=Asia/Seoul \

nginxproxy/nginx-proxy

# firewall-cmd --permanent --add-service=http

# firewall-cmd --permanent --add-service=https

# firewall-cmd --reload

success

http://www.cberi.shop/


step2) acme-companion 설치

 acme-companion

 SSL 인증서 발급 자동화 프로그램

 Let’s Encrypt에서 3개월 인증서 발급

 3개월 지나면 갱신과정 자동 진행

 도커 컨테이너 실행

 명령줄

# cd /srv

# mkdir acme-companion

# cd acme-companion

# mkdir acme

# docker run --detach --privileged \

--name nginx-proxy-acme \

--network="nginx-proxy" \

--volumes-from nginx-proxy \

-v /run/podman/podman.sock:/var/run/docker.sock:ro \

-v /srv/acme-companion/acme:/etc/acme.sh \

-e "DEFAULT_EMAIL=dianox@cberi.go.kr" \

-e TZ=Asia/Seoul \

nginxproxy/acme-companion



step3) 프록시되는 내부 서버 설치

 설치 서버 목록

host name 서비스 내용 설치 홈 폴더 컨테이너명 비고

1 www Default web service /home/www www php-fpm 필요

2 sqladmin phpMyAdmin /home/sqladmin sqladmin php-fpm 필요

3 word 워드프레스 웹사이트 /home/word word php-fpm 필요

4 portainer portainer (컨테이터 단독사용) portainer

5 dapi django REST API /home/dapi dapi

6 sqlite sqlite-web 관리도구 (컨테이터 단독사용) sqlite

: : : : : :



php-fpm 설치

 php-fpm이란?

 PHP FastCGI Process Manger

 nginx에 php를 사용하려면 php-fpm 필요

 일반 CGI

 요청이 들어올 때마다 신규 프로세스를 생

성/구동/종료하여 이 과정에서 부하 증가 등

의 이슈가 발생

 FastCGI

 미리 프로세스를 생성한 뒤 해당 프로세스

를 요청이 들어올 때마다 재활용

 3~30배의 성능 개선 효과

 도커 컨테이너 실행

 php를 사용하는 여러 계정에 접근할

수 있도록 /home 폴더를 php-fpm 컨

테이너와 공유해야 함에 유의

# docker pull php:8.2-fpm

# docker run -d --privileged \

--name php-fpm \

--network="nginx-proxy" \

--expose 9000 \

-v /home:/home \

-e TZ=Asia/Seoul \

php:8.2-fpm



proxied 서버로 www 구성

 준비

 관리 폴더 생성

 로그 폴더 생성

 nginx 설정 파일 작성

 준비

 명령줄

server {

listen       80;

listen  [::]:80;

root   /home/www/html;

server_tokens off;

location / {    

index index.php index.html;

}

#error_page  404              /404.html;

# redirect server error pages to the static page /50x.html

error_page 500 502 503 504  /50x.html;

location = /50x.html {

root   /usr/share/nginx/html;

}

# pass the PHP scripts to FastCGI server listening on 127.0.0.1:9000

location ~ \.php$ {

include        fastcgi_params;

fastcgi_pass php-fpm:9000;

fastcgi_index index.php;

fastcgi_param SCRIPT_FILENAME $document_root$fastcgi_script_name;

}

}

[root@cberi ~]# mkdir /srv/sites

[root@cberi ~]# mkdir /srv/sites/www

nginx.conf

[root@cberi ~]# mkdir /home/www/logs

[root@cberi ~]# chwon www.www /home/www/logs

[root@cberi ~]# mkdir /srv/sites/www/conf.d

[root@cberi ~]# cd /srv/sites/www/conf.d

[root@cberi ~]# vi nginx.conf



proxied 서버로 www 구성 (과거 버전과 비교)

 단독 www 웹서버

 docker run 명령줄

 proxied www 웹서버

 docker run 명령줄

docker run -d --name web --privileged  \

-p 80:80  \

-v /home/www/html:/usr/share/nginx/html:ro \

nginx

docker run -d \

--name www \

--network="nginx-proxy" \

-v /srv/sites/www/conf.d:/etc/nginx/conf.d:z \

-v /home/www/logs:/var/log/nginx:z \

-v /home/www:/home/www:z \

--env "VIRTUAL_HOST=www.cberi.shop" \

--env "LETSENCRYPT_HOST=www.cberi.shop" \

--env "HTTPS_METHOD=noredirect" \

nginx



proxied 서버로 www 구성

 시험 페이지 작성

 명령줄

 테스트

 https//www.cberi.shop/info.php

# su - www

$ cd /home/www/html

$ vim info.php

<?php

phpinfo();

?>

[www@cberi logs]$ tail -n 2 access.log

10.89.0.2 - - [01/Feb/2023:09:38:30 +0000] "GET 

/info.php HTTP/1.1" 200 72796 "-" "Mozilla/5.0 (Windows 

NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML, like 

Gecko) Chrome/109.0.0.0 Safari/537.36" "220.86.241.91"

10.89.0.2 - - [01/Feb/2023:09:38:37 +0000] "GET 

/info.php HTTP/1.1" 200 72713 "-" "Mozilla/5.0 (Windows 

NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML, like 

Gecko) Chrome/109.0.0.0 Safari/537.36" "220.86.241.91"

mysqli, gd 등 
중요 확장 

모듈들이 빠져 
있음을 확인



해결책① - Dockerfile 로 커스텀 이미지 빌드

 php:7.4 base 이미지 생성 예시

 Dockerfile 생성

 이미지 빌드

 php-fpm 추가 실행

[root@cberi ~]# cd /srv/php-fpm

[root@cberi php-fpm]# mkdir build

[root@cberi php-fpm]# cd build

[root@cberi build]# vim Dockerfile

FROM php:7.4-fpm

RUN apt-get update && apt-get install -y \

libfreetype6-dev \

libjpeg62-turbo-dev \

libpng-dev \

&& pecl install stats-2.0.3 \

&& docker-php-ext-configure gd --with-freetype --with-jpeg \

&& docker-php-ext-install -j$(nproc) gd \

&& docker-php-ext-install mysqli pdo_mysql \

&& docker-php-ext-enable stats

[root@cberi build]# docker build --tag php7.4-cberi .

STEP 1/2: FROM php:7.4-fpm

Resolved "php" as an alias 

(/etc/containers/registries.conf.d/000-shortnames.conf)

Trying to pull docker.io/library/php:7.4-fpm...

Getting image source signatures

Copying blob a8e3b94fe6c1 done

# docker run -d --privileged \

--name php7-fpm -h php7-fpm \

--network="nginx-proxy" \

--expose 9000 \

-v /home:/home \

-e TZ=Asia/Seoul \

php7.4-cberi



해결책② - 원하는 확장 모듈이 들어있는 도커 이미지 사용

 기존 php:8.2-fpm 컨테이너 삭제

 재실행

 www 컨테이너도 다시 띄워야 적용됨

# docker pull bitnami/php-fpm

# docker run -d --privileged \

--name php-fpm \

--network="nginx-proxy" \

--expose 9000 \

-v /home:/home \

-e TZ=Asia/Seoul \

bitnami/php-fpm

# docker rm -f php-fpm



php 추가 설치

 php cli 설정

 php command line interface

 composer 설치

 명령줄

# vim /usr/local/bin/php

# chmod +x /usr/local/bin/php

#!/bin/sh

docker run -it --name php-run --rm --privileged -v $(pwd):/app bitnami/php-fpm php $@

# vim /usr/local/bin/composer

# chmod +x /usr/local/bin/composer

#!/bin/sh

docker run -it --name php-run --rm --privileged -v $(pwd):/app bitnami/php-fpm composer $@



전송량 한도 문제

 upload 테스트

 curl 결과 파일 확인 요망

 https://www.cberi.shop/submit/

 2M 이상 파일 전송 시
[root@cberi ~]# su - www

[www@cberi www]$ cd html

[www@cberi html]$ mkdir submit submit/files

[www@cberi html]$ cd submit

[www@cberi submit]$ chmod o+rwx files

$ curl -o index.php \

http://datahub.pe.kr/submit.phps



업로드 최대 용량 설정 변경

 3군데 수정 필요

 1) 외부 nginx-proxy

 2) php-fpm

 3) 내부 nginx 서버



업로드 최대 용량 설정 변경

1) 외부 nginx-proxy

 커스텀 프록시 설정 파일 생성

 기존에 만든 nginx.conf 파일에

내용을 추가하는 방식도 가능함

 nginx-proxy 재시작

docker run --detach --privileged \

--name nginx-proxy \

--publish 80:80 \

--publish 443:443 \

--network="nginx-proxy" \

-v /srv/nginx-proxy/certs:/etc/nginx/certs \

-v /srv/nginx-proxy/vhost.d:/etc/nginx/vhost.d \

-v /srv/nginx-proxy/html:/usr/share/nginx/html \

-v /srv/nginx-proxy/custom.conf:/etc/nginx/conf.d/custom.conf \

-v /run/podman/podman.sock:/tmp/docker.sock:ro \

nginxproxy/nginx-proxy

[root@cberi ~]# cd /srv/nginx-proxy/

[root@cberi nginx-proxy]# vi custom.conf

# this file is custom proxy settings

client_max_body_size 128m;

server_tokens off;



업로드 최대 용량 설정 변경

2) php-fpm 설정 변경 (php8버전)

 php 설정 파일 복사  개발용 설정 파일로 셋팅 할 때

 배포용 설정 파일로 셋팅 할 때

 커스텀 설정 파일 설정 (최대 업로드 등)

# docker exec -i php-fpm ls /opt/bitnami/php/etc

common.conf

conf.d

environment.conf

pear.conf

php-fpm.conf

php-fpm.conf.default

php-fpm.d

php.ini

php.ini-development

php.ini-production

# cd /srv/php-fpm/

# docker cp -a php-fpm:/opt/bitnami/php/etc etc8

# cd /srv/php-fpm/etc8/conf.d

# vim custom.ini

max_file_uploads = 128M

post_max_size = 128M

upload_max_filesize = 128M

max_execution_time = 60

date.timezone = Asia/Seoul

[root@cberi ~]# cd /srv/php-fpm/etc8

[root@cberi etc8]# mv php.ini php.ini.bak

[root@cberi etc8]# ln -s php.ini-development php.ini

[root@cberi ~]# cd /srv/php-fpm/etc8

[root@cberi etc8]# mv php.ini php.ini.bak

[root@cberi etc8]# ln -s php.ini-production php.ini



업로드 최대 용량 설정 변경

2) php-fpm 설정 변경 (php7버전)

 php 설정 파일 복사  개발용 설정 파일로 셋팅 할 때

 배포용 설정 파일로 셋팅 할 때

 커스텀 설정 파일 설정 (최대 업로드 등)

# docker exec -i php7-fpm ls /usr/local/etc/php

conf.d

php.ini-development

php.ini-production # docker exec -i php-fpm ls 

/opt/bitnami/php/etc/conf.d

# cd /srv/php-fpm/

# docker cp -a php7-fpm:/usr/local/etc/php etc7

# cd /srv/php-fpm/etc8/conf.d

# vim custom.ini

max_file_uploads = 128M

post_max_size = 128M

upload_max_filesize = 128M

max_execution_time = 60

date.timezone = Asia/Seoul

[root@cberi ~]# cd /srv/php-fpm/etc7

[root@cberi etc7]# mv php.ini php.ini.bak

[root@cberi etc7]# ln -s php.ini-development php.ini

[root@cberi ~]# cd /srv/php-fpm/etc7

[root@cberi etc7]# mv php.ini php.ini.bak

[root@cberi etc7]# ln -s php.ini-production php.ini



업로드 최대 용량 설정 변경

 php:8.2-fpm 재시작

 php:7.4-cberi 재시작

 start.sh 스크립트 생성

docker run -d --privileged \

--name php7-fpm  \

--network="nginx-proxy" \

-v /home:/home \

-v /srv/php-fpm/etc7:/usr/local/etc/php \

php7.4-cberi

docker run -d --privileged \

--name php-fpm  \

--network="nginx-proxy" \

-v /home:/home \

-v /srv/php-fpm/etc8:/opt/bitnami/php/etc \

bitnami/php-fpm



업로드 최대 용량 설정 변경

3) 내부 nginx 설정 변경

▪ www로 테스트 중이므로 그곳에 적용  www 재시작

 start.sh 스크립트 작성

# cd /srv/sites/www/conf.d

# vi custom.conf

# this file is custom proxy settings

client_max_body_size 128m;

server_tokens off;

docker run -d \

--name www \

--network="nginx-proxy" \

-v /srv/sites/www/conf.d:/etc/nginx/conf.d:z \

-v /home/www/logs:/var/log/nginx:z \

-v /home/www:/home/www:z \

--env "VIRTUAL_HOST=www.cberi.shop" \

--env "LETSENCRYPT_HOST=www.cberi.shop" \

--env "HTTPS_METHOD=noredirect" \

nginx

# ls

nginx.conf

custom.conf

podman 특유의 hostname resolve 방식 때문에 컨테이너 실행 순서가 중요함.
참조되는 컨테이너가 먼저 실행되어야 정상작동 함. 



phpMyAdmin 사이트 개설

 phpmyadmin은?

 MySQL 데이터베이스를 관리할 수

있는 웹 기반 인터페이스.

 기능

 데이터베이스 및 테이블 생성, 삭제

및 수정

 다양한 형식의 데이터 가져오기 및

내보내기

 SQL 쿼리 실행

 테이블 지정 편집

 사용자 및 권한 관리

 인덱스 생성 및 편집

 준비
[root@cberi ~]# mkdir /srv/sites 

[root@cberi ~]# mkdir /srv/sites/sqladmin

[root@cberi ~]# mkdir /srv/sites/sqladmin/conf.d

[root@cberi ~]# mkdir /home/sqladmin

[root@cberi ~]# chown www.www /home/sqladmin

[root@cberi ~]# su - www

[www@cberi ~]$ cd /home/sqladmin

[www@cberi sqladmin]$ mkdir logs

[www@cberi sqladmin]$ wget

https://files.phpmyadmin.net/phpMyAdmin/5.2.1/phpMyAdmin-5.2.1-

all-languages.zip

[www@cberi sqladmin]$ unzip phpMyAdmin-5.2.1-all-languages.zip

[www@cberi html]$ mv phpMyAdmin-5.2.1-all-languages html

[www@cberi sqladmin]$ tree -L 1 /home/sqladmin/

/home/sqladmin/

├── html

├── logs

└── phpMyAdmin-5.2.1-all-languages.zip

[www@cberi html]$ exit



phpMyAdmin 사이트 개설

 nginx 설정 파일 작성

 도커 컨테이너 실행

 준비

 명령줄

server {

listen       80;

listen  [::]:80;

server_name sqladmin.cberi.shop;

root   /home/sqladmin/html;

server_tokens off;

client_max_body_size 128m;

location / {    

index index.php index.html;

}

#error_page  404              /404.html;

# redirect server error pages to the static page /50x.html

error_page 500 502 503 504  /50x.html;

location = /50x.html {

root   /usr/share/nginx/html;

}

# pass the PHP scripts to FastCGI server listening on 127.0.0.1:9000

location ~ \.php$ {

include        fastcgi_params;

fastcgi_pass php7-fpm:9000;

fastcgi_index index.php;

fastcgi_param SCRIPT_FILENAME  $document_root$fastcgi_script_name;

}

}

[root@cberi ~]# cd /srv/sites/sqladmin/conf.d

[root@cberi ~]# vim nginx.conf

docker run -d \

--name sqladmin \

--network="nginx-proxy" \

-v /srv/sites/sqladmin/conf.d:/etc/nginx/conf.d:z \

-v /home/sqladmin/logs:/var/log/nginx:z \

-v /home/sqladmin:/home/sqladmin:z \

--env "VIRTUAL_HOST=sqladmin.cberi.shop" \

--env "LETSENCRYPT_HOST=sqladmin.cberi.shop" \

nginx

nginx.conf



phpMyAdmin 사이트 개설

 config.inc.php 설정  PMA Blowfish secret generator

 https://www.motorsportdiesel.com/tools/blo

wfish-salt/pma

13  * This is needed for cookie based authentication to encrypt password in

14  * cookie. Needs to be 32 chars long.

15  */

16 $cfg['blowfish_secret'] = 'JL?GwNJYQJ*b{>^Zh=!tIB\`-R&e4T|X'; 

/* YOU MUST FILL IN THIS FOR COOKIE AUTH! */

17

18 /**

19  * Servers configuration

20  */

21 $i = 0;

22

23 /**

24  * First server

25  */

26 $i++;

27 /* Authentication type */

28 $cfg['Servers'][$i]['auth_type'] = 'cookie';

29 /* Server parameters */

30 $cfg['Servers'][$i]['host'] = 'mariadb';

31 $cfg['Servers'][$i]['compress'] = false;

32 $cfg['Servers'][$i]['AllowNoPassword'] = false;

# cd /home/sqladmin/html

# mv config.sample.inc.php config.inc.php

# vim config.inc.php config.inc.php

https://www.motorsportdiesel.com/tools/blowfish-salt/pma/
https://www.motorsportdiesel.com/tools/blowfish-salt/pma/


phpMyAdmin 사이트 개설

 접속 테스트

 https://sqladmin.cberi.shop/

 추가 설정

 tmp 폴더 생성 및 777권한 부여

 configuration storage 생성

# cd /home/sqladmin/html

# mkdir tmp

# chmod 777 tmp

Create를 

눌러준다.



점검 및 고찰

▪ www.cberi.shop

• cloudflare 프록시 사용함

• php 8.3.1 로 작동

▪ sqladmin.cberi.shop

• cloudflare 프록시 사용 안함

• php 7.4.33 로 작동

▪ cberi.shop

• cloudflare 프록시 사용함

• www.cberi.shop의 CNAME

• 하지만 접속 안됨

• 문제를 해결하려면?



wordpress 사이트 개설

 다운로드 링크 복사

 https://ko.wordpress.org/download/

 준비

# su - word

$ wget https://ko.wordpress.org/latest-ko_KR.zip

[word@cberi ~]$ unzip latest-ko_KR.zip

[word@cberi ~]$ mv wordpress html

[word@cberi ~]$ mkdir logs

[word@cberi ~]$ chmod +x .

[word@cberi ~]$ exit

[root@cberi ~]# mkdir /srv/sites/word

[root@cberi ~]# cd /srv/sites/word

[root@cberi word]# mkdir conf.d

[root@cberi word]# vim conf.d/nginx.conf

https://ko.wordpress.org/download/


wordpress 사이트 개설

 nginx 컨테이너 생성

 wordpress용 nginx.conf 준비

 https://www.nginx.com/resources/wiki/sta

rt/topics/recipes/wordpress/

 일부 수정

 실행

 주의

 server_name 필드 삭제하지 않으면,

docker run -d  --name word  \

--network="nginx-proxy"  \

-v /srv/sites/word/conf.d:/etc/nginx/conf.d:z \

-v /home/word/logs:/var/log/nginx:z \

-v /home/word:/home/word:z \

-e "VIRTUAL_HOST=word.cberi.shop"  \

-e "LETSENCRYPT_HOST=word.cberi.shop"  \

-e "HTTPS_METHOD=noredirect" \

nginx

upstream php {

server unix:/tmp/php-cgi.socket;

server php-fpm:9000;

}

server {

## Your website name goes here.

server_name domain.tld;

## Your only path reference.

root /home/word/html;

server_tokens off;

client_max_body_size 128m;

https://www.nginx.com/resources/wiki/start/topics/recipes/wordpress/
https://www.nginx.com/resources/wiki/start/topics/recipes/wordpress/


wordpress 사이트 개설

 db 준비  새 db 및 새 사용자 생성



wordpress 사이트 개설

▪



wordpress 사이트 개설

▪ wp-config.php 쓰기지원

디렉토리 쓰기 권한 추가

[root@cberi ~]# cd /srv/sites/word/html

[root@cberi html]# chmod o+w .

[root@cberi html]# ls -alhdF

drwxr-xrwx. 5 word word 4.0K Jan 14 13:49 ./

웹브라우저에서 [F5] 새로고침

설치통과 후 쓰기 권한 삭제

[root@cberi html]# chmod o-w .



wordpress 사이트 개설



wordpress 사이트 개설

 mixed contents 오류 수정

<?php

if (isset($_SERVER['HTTP_X_FORWARDED_PROTO']) && $_SERVER['HTTP_X_FORWARDED_PROTO'] == 'https')

$_SERVER['HTTPS'] = 'on';

if ( ! defined( 'FS_METHOD' ) ) define( 'FS_METHOD', 'direct' );

/**

* The base configuration for WordPress

*

$ vi wp-config.php



wordpress 사이트 개설

 mixed contents 오류 수정



wordpress 사이트 개설

 mixed contents 오류 수정



wordpress 사이트 개설

 관리자 페이지 https:///word.cberi.shop/wp-admin/  접속

FTP설치 참고 사이트: https://foxydog.tistory.com/14



5. 실전 웹서버 구축

1) portainer.io 설치

2) podman container 자동실행

3) RESTful API 소개

4) django 이용 REST API 구축

5) sqlite 설치

충북교육연구정보원 강사 박정진



설치

 portainer란?

 도커를 관리하는 웹 인터페이스

 클라우드 환경에서 컨테이너를 쉽게 이

동하고 배포할 수 있도록 하는 도구

 실행 중인 컨테이너, 설치한 이미지, 볼

륨 등을 직관적으로 확인할 수 있을 뿐

아니라 클릭 몇 번으로 상태를 변경할

수도 있고, 템플릿을 이용해 원하는 애

플리케이션을 간단하게 구현 가능

 7억 다운로드 수를 기록한 유용한 관리

도구

 dockerhub에서 배포 중



설치

 DNS 레코드 생성

 cloudflare DNS 섹션

 도커 컨테이너로 실행

 명령줄

환경변수를 자신의 환경에 맞게 설정 필요

 portainer 컨테이너는 자체 웹서버를

포함한다.

 http: 9000, https: 9433

# docker run -d --privileged \

--name portainer \

--network="nginx-proxy" \

-v /run/podman/podman.sock:/var/run/docker.sock:z \

-e "VIRTUAL_HOST=portainer.cberi.shop" \

-e "LETSENCRYPT_HOST=portainer.cberi.shop" \

-e "VIRTUAL_PORT=9000" \

-e "HTTPS_METHOD=noredirect" \

portainer/portainer-ce

portainer



설치

 접속 주소

 https://docker.cberi.shop

 초기 설정

 관리자 암호 지정

 만약 아래와 같은 메시지를 만나면…

 컨테이너 재시작 후…

 같은 과정을 반복하면 해결됨

# docker restart portainer



 초기 화면



 local (portainer를 실행중인 호스트) 선택



- container list



DNS의 * A레코드

 * A레코드

 새로운 사이트를 추가할 때마다 A레코

드 항목을 추가하는 일이 귀찮다면..

 변화 확인

 따로 설정되지 않은 모든 서브 도메인

에 대하여 지정한 아이피 반환

[root@cberi ~]# nslookup sqladmin.cberi.shop

Server:         1.1.1.1

Address:        1.1.1.1#53

Non-authoritative answer:

Name:   sqladmin.cberi.shop

Address: 207.148.95.144

[root@cberi ~]# nslookup daum.cberi.shop

Server:         1.1.1.1

Address:        1.1.1.1#53

Non-authoritative answer:

Name:   daum.cberi.shop

Address: 207.148.95.144



podman container 자동실행

 재부팅 시 모든 실행 중이던 모든 container가 멈추는 문제 해결 필요
[root@cberi ~]# docker ps -a

CONTAINER ID  IMAGE                                       COMMAND               CREATED       STATUS                     

PORTS                                         NAMES

3384b258ab4c  docker.io/hwdsl2/ipsec-vpn-server:latest /opt/src/run.sh       2 weeks ago   Exited (1) 20 hours ago

0.0.0.0:500->500/udp, 0.0.0.0:4500->4500/udp ipsec-vpn-server

301d457fd6cf  docker.io/library/mariadb:latest mariadbd 9 days ago    Exited (0) 20 hours ago

0.0.0.0:3306->3306/tcp mariadb

68e87d601737  docker.io/nginxproxy/acme-companion:latest /bin/bash /app/st...  9 days ago    Exited (0) 20 hours ago

nginx-proxy-acme

a60a9a8389aa  docker.io/nginxproxy/nginx-proxy:latest forego start -r       9 days ago    Exited (0) 20 hours ago

0.0.0.0:80->80/tcp, 0.0.0.0:443->443/tcp nginx-proxy

66a1952d6705  docker.io/library/nginx:latest nginx -g daemon o...  9 days ago    Exited (0) 23 minutes ago

sqladmin

8e6e6106ec84  docker.io/bitnami/php-fpm:latest php-fpm -F --pid ...  9 days ago    Exited (0) 20 hours ago

php-fpm

1b1b6c4493f3  docker.io/library/nginx:latest nginx -g daemon o...  9 days ago    Exited (0) 20 hours ago                                                  

lapi

7d46e58e78d2  docker.io/library/nginx:latest nginx -g daemon o...  8 days ago    Exited (0) 20 hours ago                                                  

papi

de1b841f7d98  localhost/node19-cberi:latest               npm start             6 days ago    Exited (1) 20 hours ago                                                  



podman container 자동실행

 docker의 --restart 옵션

 no: container를 재시작 시키지 않는다. 

(default)

 on-failure[:max-retries]: container가

정상적으로 종료되지 않은 경우(exit 

code가 0이 아님)에만 재시작.     

max-retries로 재시작 최대 시도횟수를

지정가능

 always: container를 항상 재시작 시킨

다. exit (code 상관 없이 항상 재시작)

 unless-stopped: container를 stop시키

기 전 까지 항상 재시작 시킨다.

 podman

 podman은 docker와는 다르게

container 옵션을 통해 통해 restart 정

책 지정 불가 (입력해도 무시됨)

 podmand은 컨테이너 시작 순서, 종속

성 확인 또는 컨테이너 복구작업을 직

접적으로 관여하지 않음.

 해결책: 도커 컨테이너를 재시작하는

서비스를 만들어 등록하는 방법으로

접근해야 함.

 서비스 파일 내용 만들어 주는 명령어

podman generate systemd --name <컨테이너이름>



[root@cberi ~]# podman generate systemd --name mariadb

# container-mariadb.service

# autogenerated by Podman 4.6.1

# Thu Jan 18 21:48:18 KST 2024

[Unit]

Description=Podman container-mariadb.service

Documentation=man:podman-generate-systemd(1)

Wants=network-online.target

After=network-online.target

RequiresMountsFor=/run/containers/storage

[Service]

Environment=PODMAN_SYSTEMD_UNIT=%n

Restart=on-failure

TimeoutStopSec=70

ExecStart=/usr/bin/podman start mariadb

ExecStop=/usr/bin/podman stop  \

-t 10 mariadb

ExecStopPost=/usr/bin/podman stop  \

-t 10 mariadb

PIDFile=/run/containers/storage/overlay-

containers/9b9840776cdf0abec6e121246c3c1ca827d8aa0166eb66440c88f6ecc6d7aa37/userdata/conmon.pid

Type=forking

[Install]

WantedBy=default.target



podman container 자동실행

 서비스 파일 생성

 파일 위치: /etc/systemd/system/{서비스명}.service

 {서비스명}: podman.{컨테이너명} 으로 생성

 ex) nginx-proxy 컨테이너의 경우: podman.nginx-proxy.service

 서비스 등록

 자동 재시작이 필요한 다른 컨테이너들도 모두 똑같이 시행

[root@cberi ~]# podman generate systemd --name mariadb > /etc/systemd/system/podman.mariadb.service

[root@cberi ~]# systemctl enable --now podman.mariadb

Created symlink /etc/systemd/system/default.target.wants/podman.mariadb.service → 

/etc/systemd/system/podman.mariadb.service.



REST

 기본 개념

 웹의 창시자(HTTP) 중의 한 사람인 Roy Fielding의 2000년 박사학위 논문에 의해서 소개

 현재의 아키텍쳐가 웹의 본래 설계의 우수성을 많이 사용하지 못하고 있다고 판단

 웹의 장점을 최대한 활용할 수 있는 네트워크 기반의 아키텍처를 소개했는데 이것이 바로

 REST = Representational State Transfer



RESTful API

 HTTP URI(Uniform Resource Identifier)를 통해 자원(Resource)을 명시하고,

HTTP Method(POST, GET, PUT, DELETE)를 통해 해당 자원에 대한 CRUD

Operation을 적용하는 것을 의미한다.

 CRUD Operation

 Create : 생성(POST)

 Read : 조회(GET)

 Update : 수정(PUT)

 Delete : 삭제(DELETE)

 HEAD: header 정보 조회(HEAD)

 웹 사이트의 이미지, 텍스트, DB 내용 등의 모든 자원에 고유한 ID인 HTTP

URI를 부여한다.



REST 구성요소

1) 자원(Resource): URI

 모든 자원에 고유한 ID가 존재하고, 이 자원은 Server에 존재한다.

 자원을 구별하는 ID는 ‘/groups/:group_id’와 같은 HTTP URI 다.

 Client는 URI를 이용해서 자원을 지정하고 해당 자원의 정보에 대한 조작을 요청한다.

2) 행위(Verb): HTTP Method

 HTTP 프로토콜의 Method를 사용한다.

 HTTP 프로토콜은 GET, POST, PUT, DELETE 와 같은 메서드를 제공한다.

3) 표현(Representation of Resource)

 Client가 자원의 상태(정보)에 대한 조작을 요청하면 Server는 이에 적절한 응답
(Representation)을 보낸다.

 REST에서 하나의 자원은 JSON, XML, TEXT, RSS 등 여러 형태의 Representation으로 나타
내어 질 수 있다.



REST API 설계 예시

 Resource

 URI 형태로 표현 (http://api.cberi.shop/users)

 자원을 명사로 표현

 세부 자원은 id를 추가 (http://api.cberi.shop/users/2)

 Collection URI  vs  Element URI



REST

 HTTP Method

 OPTIONS: 각 Resource URI 별 허용되는 HTTP 메소드들은 해당 URI에 OPTIONS 메소드로

쿼리하여 알아낼 수 있음. 

 응답 헤더의 Allow를 확인.



Postman API platform
A powerful GUI platform to make your API 
development faster & easier, from building API 
requests through testing, documentation and 
sharing.



REST API TOOL 다운로드

 https://www.postman.com/downloads/?utm_source=postman-home

https://www.postman.com/downloads/?utm_source=postman-home


pyton & django 설치 (from docker image)

▪ 준비

▪ 필요 파이썬 패키지 정의

• mysqlclient : MySql 접속용

• psycopg2: PostgreSQL 접속용

▪ docker image 빌드

# docker pull python:latest

# mkdir /srv/django

# mkdir /srv/django/build

# cd /srv/django/build

# vim Dockerfile

FROM python:latest

ENV PYTHONUNBUFFERED 1

WORKDIR /usr/src/app

COPY requirements.txt ./

RUN pip install -r requirements.txt

EXPOSE 8000

CMD ["python", "manage.py", "runserver", "0.0.0.0:8000"]

# vim requirements.txt

Django

djangorestframework

Markdown

django-filter

mysqlclient

psycopg2

# docker build --tag django-cberi .



pyton & django 설치 (from docker image)

▪ pip 란?

• 파이썬(python)으로 작성된 패키지 소프

트웨어를 설치 · 관리하는 패키지 관리

시스템

• Python Package Index (PyPI)에서 많은

파이썬 패키지를 찾을 수 있음

• 2020년 1월 1일자로 파이썬 2의 지원이

종료

• 패키지 설치 및 제거 명령어

• pip install [some-package-name]

• pip uninstall [some-package-name]

[root@cberi django]# pip -V

pip 22.3.1 from /usr/local/lib/python3.11/site-

packages/pip (python 3.11)

[root@cberi django]# pip list

Package             Version

------------------- --------

asgiref 3.6.0

Django              4.1.5

django-filter       22.1

djangorestframework 3.14.0

Markdown            3.4.1

mysqlclient 2.1.1

pip                 22.3.1

psycopg2            2.9.5

pytz 2022.7.1

setuptools 65.5.1

sqlparse 0.4.3

wheel               0.38.4



pyton & django 설치 (from docker image)

1. 기본 설치된 python3 이용

• python 명령어 (django는 별도 설치)

2. docker 이미지를 이용하는 방법

1) python 명령어 생성

2) pip 명령어 생성

3) django-admin 명령어 생성

# touch /usr/local/bin/python

# chmode +x /usr/local/bin/python

# vim /usr/local/bin/python

#!/bin/bash

docker run -it --rm --privileged --name python-run \

-v "$PWD":/usr/src/app -w /usr/src/app django-cberi \

python $@

# touch /usr/local/bin/django-admin

# chmode +x /usr/local/bin/django-admin

# vim /usr/local/bin/django-admin

#!/bin/bash

docker run -it --rm --privileged \

--name django-admin-run \

-v "$PWD":/usr/src/app \

-w /usr/src/app \

django-cberi django-admin $@

# touch /usr/local/bin/pip

# chmode +x /usr/local/bin/pip

# vim /usr/local/bin/pip

#!/bin/bash

docker run -it --rm --privileged --name pip-run \

-v "$PWD":/usr/src/app -w /usr/src/app django-cberi \

pip $@

[root@cberi ~]# cd /etc/profile.d/

[root@cberi profile.d]# vim custom_alias.sh

alias python=python3

alias pip=pip3

[root@cberi profile.d]# source /etc/profile



django REST API

 Project setup  셋업 후 폴더 구조
[root@cberi dapi]$ find .

.

./manage.py

./tutorial

./tutorial/quickstart

./tutorial/quickstart/tests.py

./tutorial/quickstart/models.py

./tutorial/quickstart/migrations

./tutorial/quickstart/migrations/__init__.py

./tutorial/quickstart/__init__.py

./tutorial/quickstart/apps.py

./tutorial/quickstart/admin.py

./tutorial/quickstart/views.py

./tutorial/__init__.py

./tutorial/settings.py

./tutorial/asgi.py

./tutorial/urls.py

./tutorial/wsgi.py

[root@cberi build]# adduser django

[root@cberi build]# su - django

[django@cberi ~]$ chmod +x /home/django/

[django@cberi ~]$ mkdir /home/django/dapi

[django@cberi ~]$ cd dapi/

$ django-admin startproject tutorial . 

$ cd dapi

$ django-admin startapp quickstart

$ cd ..

$ pwd

/home/django/dapi

$ python manage.py migrate

$ python manage.py createsuperuser \

--email admin@example.com --username admin

Password:

Password (again):

Superuser created successfully.

※ https://www.django-rest-framework.org/tutorial/quickstart/#project-setup



django REST API

 Serializer  View

$ vi tutorial/quickstart/serializers.py

from django.contrib.auth.models import User, Group

from rest_framework import serializers

class 

UserSerializer(serializers.HyperlinkedModelSerializer):

class Meta:

model = User

fields = ['url', 'username', 'email', 'groups']

class 

GroupSerializer(serializers.HyperlinkedModelSerializer):

class Meta:

model = Group

fields = ['url', 'name']

$ vi tutorial/quickstart/views.py

from django.contrib.auth.models import User, Group

from rest_framework import serializers

class 

UserSerializer(serializers.HyperlinkedModelSerializer):

class Meta:

model = User

fields = ['url', 'username', 'email', 'groups']

class 

GroupSerializer(serializers.HyperlinkedModelSerializer):

class Meta:

model = Group

fields = ['url', 'name']



django REST API

 URL  Pagenation

 Settings

$ vi tutorial/urls.py

from django.urls import include, path

from rest_framework import routers

from tutorial.quickstart import views

router = routers.DefaultRouter()

router.register(r'users', views.UserViewSet)

router.register(r'groups', views.GroupViewSet)

# Wire up our API using automatic URL routing.

# Additionally, we include login URLs for the browsable 

API.

urlpatterns = [

path('', include(router.urls)),

path('api-auth/', include('rest_framework.urls’, 

namespace='rest_framework'))

]

$ vi tutorial/settings.py

:

REST_FRAMEWORK = {

'DEFAULT_PAGINATION_CLASS': 

'rest_framework.pagination.PageNumberPagination',

'PAGE_SIZE': 10

}

:

:

INSTALLED_APPS = [

...

'rest_framework’,

]

:



django REST API

 django app 구동  추가 설정

 사용자 인증 기능 미사용

[root@cberi dapi]$ exit

[root@cberi dapi]# docker run -d --privileged  \

--name dapi \

--network="nginx-proxy"  \

-v /home/django/dapi/:/usr/src/app \

-w /usr/src/app  \

-e "VIRTUAL_HOST=dapi.cberi.shop"  \

-e "LETSENCRYPT_HOST=dapi.cberi.shop"  \

-e "VIRTUAL_PORT=8000"  \

-e TZ=Asia/Seoul  \

django-cberi

# vi tutorial/settings.py

:

ALLOWED_HOSTS = ['*']

:

# vi tutorial/quickstart/views.py

class UserViewSet(viewsets.ModelViewSet):

"""

API endpoint that allows users to be viewed or edited.

"""

queryset = User.objects.all().order_by('-date_joined')

serializer_class = UserSerializer

#   permission_classes = [permissions.IsAuthenticated]

class GroupViewSet(viewsets.ModelViewSet):

"""

API endpoint that allows groups to be viewed or edited.

"""

queryset = Group.objects.all()

serializer_class = GroupSerializer

#   permission_classes = [permissions.IsAuthenticated]



django REST API (과정 생략 버전)

▪ Project setup ▪ django app 구동

docker run -d --privileged  \

--name dapi \

--network="nginx-proxy"  \

-v /home/django/dapi/:/usr/src/app \

-w /usr/src/app  \

-e "VIRTUAL_HOST=dapi.cberi.shop"  \

-e "LETSENCRYPT_HOST=dapi.cberi.shop"  \

-e "VIRTUAL_PORT=8000"  \

-e TZ=Asia/Seoul  \

django-cberi

# mkdir /home/django

# chown www.www /home/django

# su - www

$ cd /home/django

$ wget http://linux.datahub.pe.kr/dapi.zip

$ unzip dapi.zip

$ exit

$ tree -L 2 dapi/

dapi/

├── db.sqlite3

├── manage.py

└── tutorial

├── __init__.py

├── __pycache__

├── asgi.py

├── quickstart

├── settings.py

├── urls.py

└── wsgi.py



sqlite 설치

▪ dockerhub 검색

1) command line tool

2) database browser

▪ sqlite 강좌 사이트

▪https://wikidocs.net/book/1530

▪ docker 이미지 다운로드

# docker pull nouchka/sqlite3 

https://wikidocs.net/book/1530


sqlite 설치

▪ command line tools 설치

▪ 공식 사이트에 건질 만한 정보

가 없음

▪ image에서 정보 확인

[root@cberi srv]# docker image inspect nouchka/sqlite3

[

{

"Id": "83e8c76e66310a42354e6dfe6c099adb5edf876759ab46c1760595f42d5f503e",

"Digest": "sha256:20ad54a17b3bae5b76eb8023d6766ca08363d7b8153dc289e8461",

"RepoTags": [

"docker.io/nouchka/sqlite3:latest"

],

"Parent": "",

"Comment": "",

"Created": "2023-01-26T14:07:02.706487955Z",

"Config": {

"Env": [

"PATH=/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin"

],

"Entrypoint": [

"sqlite3"

],

"WorkingDir": "/root/db",

:

:



sqlite 설치

▪ sqlite 명령어 생성 ▪ 테스트

docker run -it --rm \

--name sqlite-run \

-v "$PWD":/root/db:z \

nouchka/sqlite3 $@

# touch /usr/local/bin/sqlite

# chmod +x /usr/local/bin/sqlite

# vim /usr/local/bin/sqlite

# cd ~

# mkdir db && cd db

# sqlite3 test.db

SQLite version 3.34.1 2021-01-20 14:10:07

Enter ".help" for usage hints.

sqlite> .database

main: /root/db/test.db r/w

sqlite> .tables

sqlite> CREATE TABLE "auth_group"  (

"id" integer NOT NULL PRIMARY KEY AUTOINCREMENT,

"name" varchar(150) NOT NULL UNIQUE);

sqlite> .tables

auth_group

sqlite> INSERT INTO "auth_group" VALUES(NULL, 'guest');

sqlite> SELECT * FROM auth_group;

1|guest

sqlite> .exit

[root@cberi sqlite]# ls -lph

합계 16K

-rw-r--r--. 1 root root 16K  1월 29 17:10 test.db



sqlite-web 설치

▪ 파라미터 커스터 마이징

▪ docker container 실행

docker run -d \

  --name sqlite-web \

--network="nginx-proxy"  \

  -v /home/django/dapi/:/data:z \

  -e SQLITE_DATABASE="db.sqlite3" \

  -e "VIRTUAL_HOST=sqlite.cberi.shop"  \

  -e "LETSENCRYPT_HOST=sqlite.cberi.shop"  \

  -e "VIRTUAL_PORT=8080"  \

  -e TZ=Asia/Seoul  \

  coleifer/sqlite-web



sqlite-web 실행 화면
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